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Abstract 

 Air injection-based Enhanced Oil Recovery (EOR) processes are receiving interest due 

to their high potential applicability to a wide range of reservoirs. Predicting the field 

performance of thermal EOR projects is based on laboratory and numerical modeling and 

very challenging. During numerical reservoir modeling, the following most essential 

difficulties are faced: the lack of a proper reaction kinetic model and the large number of 

pseudo-components, more precise determination of phase equilibria and under critical 

conditions, porosity changes due to chemical reactions, the anisotropy of thermal 

properties, upscaling from laboratory to field scale and simulation time performance. 

 The first part of the presented work is dedicated to the construction and validation of 

3D laboratory-scale numerical models of oxidation experiments, Ramped Temperature 

Oxidation (RTO), and Combustion Tube (CT) tests to provide a proper High-Pressure Air 

Injection (HPAI) and In-Situ Combustion (ISC) kinetic models for oxidation and 

combustion reactions for three different reservoir types (carbonate, bitumen, oil shales). 

Numerical models are constructed using the abilities of commercial thermal simulator 

CMG STARS with multilayer design and specific heater regimes to avoid constructional 

uncertainties and their further validation against the experimental data. Adaptation and 

history matching of ISC and HPAI performance laboratory experiments are provided for 

the carbonate oil field and Samara region oil sand bitumen. In order to describe the 

chemical behavior of hydrocarbons during the HPAI and ISC processes, we use modified 

and adapted reaction schemes, which include the polymerization of maltenes and 

asphaltenes in the low-temperature region (LTR), bond-scission reaction of hydrocarbon 

gas in LTR, thermal cracking and coke and vapor phase light oil combustion in the high-

temperature oxidation region (HTR) for Samara region oil and bond-scission reaction of 

Maltenes in LTR for the carbonate oil field. The oxidation behavior of Bazhenov shales is 

studied by RTO and pressurized differential scanning calorimetry (PDSC). Based on the 

validation of the numerical model with the experimental results, it was revealed that 

kerogen or its derivatives undergo oxidation in several temperature regions. As a result, a 
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minimum set of kerogen pseudo-components in the solid phase necessary for describing 

oxidation reactions in LTR, HTR and pyrolysis reaction was determined. 

 In the second part of this work, we present an alternative approach to calculating phase 

behavior in multicomponent multiphase hydrocarbon systems. The method is based on 

using the Gibbs or Helmholtz system energy minimization technique. The problem of 

determining phase equilibrium is traced to the constrained minimization problem and 

solved numerically using the simplex method. The proposed algorithm is implemented in 

Matlab and does not require preliminary knowledge of the number of considered phases. 

It does not have any restrictions on the number of system components and phases. The 

results obtained are compared with experimental data and flash calculations for a set of 

binary, ternary, 5- and 11-component mixtures. The predictive and computational 

advantages of the proposed technique are demonstrated in comparison to flash calculations 

and existing k-values correlations for hydrocarbon mixtures, especially in the region close 

to the critical area.  
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Chapter 1. Introduction, literature review, and thesis outline 

Air injection-based Enhanced Oil Recovery processes are receiving interest due to their 

high potential applicability to a wide range of reservoirs (Alfarge et al., 2017; Fassihi et 

al., 2016; Kokorev et al., 2014; Moore et al., 2012; Ursenbach et al., 2010). High-Pressure 

Air Injection (HPAI) and In-Situ Combustion (ISC) are examples of thermal production 

methods with the possibility of reducing the production cost since the process is without 

steam and water cycling, particularly in deep, high-pressure, low permeability fields, where 

other EOR methods are not profitable (Moore et al., 2012). HPAI and ISC have such 

advantages as a high recovery coefficient, less energy, and water consumption for oil 

production. Some of the oil in place is consumed to provide the heat (Yoshioka et al., 

2017). HPAI and ISC have already been effectively applied for different types of reservoirs 

development and proven to be economically feasible (Ismail et al., 2016). However, a clear 

understanding of the process mechanism is still a challenge (Barzin et al., 2010; 

Bhattacharya et al., 2016; Bondarenko et al., 2017; Gutiérrez et al., 2012; Moore et al., 

2012). The primary mechanism of the HPAI process is the thermal drive imposed by the 

combustion kinetics, oil swelling, and viscous drive caused by the flue gas, as well as steam 

distillation at elevated temperatures (Pu et al., 2020; Zhao et al., 2019a). During HPAI and 

ISC, compressed air is injected into a high gravity, high-pressure oil reservoir, where some 

portion of oil reacts with the oxygen at elevated temperatures.  As a result, the flue gas 

mixture containing mainly CO2 and nitrogen, mobilizes the oil and sweeps it towards the 

production end. Injected air spontaneously ignites the oil-in-place due to high-pressures 

and high-temperatures. If the oil is not reactive, the ignition is generally provided using a 

downhole heater or burner. Specifically designed compressors are used for air injection at 

desired pressure levels and volumes (Moore et al., 2007).  

Predicting field performance of thermal EOR projects is based on laboratory and 

numerical modeling and very challenging (Bondarenko et al., 2017; Gutierrez et al., 2009). 

During numerical reservoir modeling, the following critical difficulties are faced: the lack 

of a proper reaction kinetic model and the large number of pseudo-components (Belgrave 
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et al., 1993; Freitag and Verkoczy, 2005; Jia and Sheng, 2016; Kok and Karacan, 1997), 

more precise determination of phase equilibria in the system with an account of parallel 

chemical reactions and under critical conditions (Barzin et al., 2010; Bhattacharya et al., 

2016; Gutiérrez et al., 2012; Kristensen et al., 2008), porosity changes due to chemical 

reactions, anisotropy, upscaling from laboratory to field scale, and simulation time 

performance (Christensen et al., 2004; De Zwart et al., 2008; Druganova et al., 2010; Van 

Batenburg et al., 2011).  

The first part of the presented work is dedicated to the construction and validation 

of 3D laboratory-scale numerical models of oxidation and HPAI and ISC performance 

experiments, Ramped Temperature Oxidation (RTO) (Burger, 1972; Fassihi et al., 1984; 

Moore et al., 1999), and Combustion Tube (CT) (Fadaei et al., 2011) tests (Chapter 2), to 

provide a proper HPAI and ISC kinetic models for oxidation and combustion reactions 

based on the abilities of thermal simulator CMG STARS widely used in industry. In 

Chapter 3, three different oil field examples are considered: carbonate oil field, Samara 

region oil sand bitumen and Bazhenov Shale Formation (organic-rich source rock). In each 

case, different oxidation behavior and recovery performance is expected, and specific 

details of correspondent investigations are presented below.  

Air injection-based EOR methods, including In-Situ Combustion (ISC), are shown to be 

economically effective and have high potential also in the case of bitumen or heavy oil 

recovery (Adegbesan et al., 1987; Belgrave et al., 1993; Barzin et al., 2010; Sarathi, 1999; 

Moore et al., 2002; Moore et al., 2012). It involves initiating the oil combustion front in 

the reservoir associated with the thermal front propagation through the reservoir during air 

injection. ISC is considered to be one of the most energy-efficient thermal EOR methods 

since it eliminates energy losses for heat delivery from the surface to the reservoir and has 

a low natural gas and water requirement in comparison to steam-based EOR.  

In Section 3.1, an investigation of the ISC process for bitumen oil sand was provided, 

which belongs to the South Tatar oil and gas area of the Volga-Ural oil and gas province 

are considered.  
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Predicting field performance of ISC projects is based on laboratory and numerical 

modeling and is very challenging (Guttierrez et al., 2009, Bondarenko et al., 2017). During 

numerical reservoir modeling, one faces the following most essential difficulties: proper 

reaction kinetic model construction with a chosen number of pseudo-components 

(Belgrave et al., 1993, Freitag et al., 2005, Kok et al., 1997, Li et al, 2006, Barzin et 

al.,2010, Gutierrez, 2012), more precise determination of phase equilibria in the system 

with an account of parallel chemical reactions and under critical conditions (Kristensen et 

al., 2009, Gutierrez, 2019, Barzin et al.,2010, Bhattacharya et al., 2016), porosity changes 

due to chemical reactions, anisotropy, upscaling from laboratory to field scale (Kapadia et 

al., 2012) and simulation time performance (Christensen et al., 2004, Zwart et al., 2008, 

Druganova et al., 2010, Van Batenburg et al., 2011). In Gutierrez et al., 2009, it was 

mentioned that “A good kinetic model is the heart and soul of a good combustion model.” 

Within this work, the authors consider the aspect of a proper kinetic model validation. It 

can be defined as a combination of a set of chemical reactions and corresponding kinetic 

data, which is relevant for an adequate representation of the oxidation of the considered 

oil. There are two generally accepted oxidation mechanisms of oil species undergoing ISC 

process in the reservoir: low-temperature oxidation (LTO) or oxygen addition reactions, 

and high-temperature oxidation (HTO) or bond-scission reactions that produce water and 

carbon oxides (Fassihi et al., 1984). For bitumen and heavy oils, reactions undergoing the 

first oxidation mechanism take place in the so-called low-temperature region (LTR), while 

bond-scission reactions occur in the high-temperature region (HTR). It should be 

mentioned that the different oxygen uptake and heat-generation rate during the oxidation 

reaction corresponds to different temperature regions (Moore et al., 1992). 

There are several qualitative and quantitative oxidation laboratory screening tests 

for ISC process evaluation. The combustion tube (CT) test is one of the most important 

experiments to evaluate ISC performance for a specific oil field. It provides a significant 

amount of input data for reservoir simulations and important combustion parameters. 

However, due to the organization of the experiment and associated physical processes 

inside the combustion tube, it is difficult to determine regions of different oxygen uptake 
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and match them with corresponding temperature regions, and, as a result, it is impossible 

to estimate the necessary kinetic parameters for the oxidation reaction scheme. In this case, 

ramped temperature oxidation (RTO) test could be more appropriate for evaluating 

oxidation behavior and obtaining relevant kinetic data (Mallory et al., 2018). Adaptation 

and history matching of RTO experimental results for laboratory-scale numerical modeling 

of the ISC process under experimental conditions make it possible to obtain kinetic 

parameters for adapted oxidation reaction schemes. In Section 3.1, the adaptation of RTO 

test results on modeling of air injection enhanced oil recovery processes for bitumen 

reservoir is presented. A bitumen sample from Samara region oil sand bitumen is used for 

experimental study in RTO test at the pressure of 0.7 MPa and air injection rate of 40 

st.m3/(m2hr) to verify reaction scheme for different temperature regions, adjust 

corresponding kinetic parameters and develop a laboratory-scale numerical model of ISC 

process for the specific oil field. During the research, it was shown that RTO test had an 

inalienable role in understanding the oxidation behavior of reported oil samples and fuel 

mechanism and in constructing an appropriate reaction kinetic scheme, which plays a 

significant part in feasible HPAI and ISC numerical models (Bhattacharya et al., 2016; 

Mallory et al., 2018). To describe the chemical behavior of hydrocarbons during the ISC 

process, a modified traditional (Belgrave et al., 1993; Chen et al., 2014) reaction scheme, 

which includes the polymerization of maltenes and asphaltenes in LTR, thermal cracking 

and coke combustion in the HTR, is used. Modification results in the incorporation of the 

vapor-phase combustion reaction of light oil in HTR, which appears in the system due to 

asphaltenes cracking and low-temperature oxidation (LTO) reactions. 

In Section 3.2, a carbonate oil field is considered. The technology of HPAI injection 

is a complex of physicochemical process, and the success of applying the method in the 

field depends on the quality of its experimental and numerical study for the target object 

(Ursenbach et al., 2010). Before the stage of pilot testing of the technology, a thorough 

study of the physicochemical and thermodynamic characteristics of the corresponding 

processes is required, moreover, close to the natural conditions. The work presented in 

Section 3.2 is devoted to the construction and validation of laboratory-scale numerical 
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models of oxidation experiments to provide a proper HPAI kinetic model for oxidation and 

combustion reactions and estimate HPAI method feasibility for car oil field based on the 

results of oxidation studies. Two sets of oxidation tests were carried out, namely: high-

pressure ramped temperature oxidation (HPRTO) and medium pressure combustion tube 

(MPCT) experiments (Gutiérrez et al., 2012; Mallory et al., 2018; Rodriguez et al., 2012). 

HPRTO allows a comprehensive understanding of the oxidation behavior (Yang and Chen, 

2016). Also, the self-ignition temperature can be obtained from such experiments. MPCT 

test, in its turn, provides stoichiometry of the reactions and flied design parameter. The 

tests were done using rock and oil samples from carbonate oil field. An experiment on the 

HPRTO was carried out to understand the oxidation reactions, which take place in a range 

of relatively low temperatures, during which the first consumption of oxygen by oil occurs 

and, as a result, the first generation of energy. The temperature of the first section of the 

combustion tube is set to a high-temperature sufficient to reach the effective high-

temperature oxidation model. 3D numerical models of HPRTO and MPCT experiments 

were constructed with an appropriate agreement with the design of experimental equipment 

to reduce constructional uncertainties (Sequera et al., 2010; Chen et al., 2014; Yang et al., 

2016). Here its multilayer design, comprehensive thermal properties, and heating modes 

are considered. In order to describe the chemical behavior of hydrocarbons during the 

HPAI process, we used the reaction scheme, which includes polymerization of maltenes 

and asphaltenes in the low-temperature oxidation region, thermal cracking and coke 

combustion in the high-temperature oxidation region (Belgrave et al., 1993). The matched 

variables include fluid production masses and volumes, temperature profiles along the 

tubes at different times, and produced gas composition. 

Section 3.3 is dedicated to the discussion of insights on the construction of the 

HPAI reaction kinetic model for organic-rich source rock. Oil shale is a low permeable 

sedimentary rock that contains a large amount of immature organic matter (kerogen). 

Bazhenov oil shale formation (BF) has high potential oil resources that can be unlocked 

through finding a suitable and efficient recovery technique (Jarvie, 2012; U.S. Department 

of Energy, 2013; Henderson, 2014; Popov, 2016). Therefore, it is crucial to find a suitable 
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recovery method for its development (Braduchan et al., 1986, Khalimov and Melik-

Pashaev, 1980, Yakovleva-Ustinova, 2014). Thermal enhanced oil recovery methods 

should be considered for this task because generating hydrocarbons from insoluble organic 

matter like kerogen requires heating of the rock (Tiwari et al., 2013, Zhang et al., 2014; 

Deng and Li, 2011; Le-Doan et al., 2013; Kibodeaux, 2014).  One of the potential 

techniques is air-injection-based enhanced oil recovery – high-pressure air injection 

(HPAI). A pilot test of HPAI was initiated in a permeable layer of BF by RITEK and 

showed promising results (Kokorev V.I.  et al., 2014). However, to test this technique, 

specialized oxidation studies are required (Moore et al., 2002). These studies help to assess 

the feasibility of air-injection-based enhanced oil recovery methods for oil shale and BF in 

particular, which represents a complex physical-chemical process with unpredictable 

behavior. One of the most significant and difficult steps in the numerical simulation of 

oxidation and pyrolysis processes in shales is to build a chemical reaction model that 

includes kinetics, which must represent the oxidation behavior and chemical changes of 

both the oil and kerogen (Fan et al., 2010; Zheng et al., 2017). Accessing the suitability of 

air-injection-based EOR is not a straightforward procedure in general (Clara et al., 1999; 

Yannimaras et al., 1995; Bhattacharya et al., 2015), but accessing this method for such a 

complex system as oil shales is even more complicated (Khamidulin et al., 2010; 

Balushkina et al., 2014; Vasiliev et al., 2015; Chugunov et al., 2015). It has been proved 

that the development of a chemical reaction model and its kinetics is crucial for the success 

of air-injection-based processes (Barzin et al., 2010). The classical heavy oil kinetic models 

consist of pyrolysis, oxygen addition reactions, and bond scission reactions (Sarathi, 1999; 

Belgrave, 1990). In the case of oil shale, kerogen has additional reaction steps, which 

should be taken into account in the overall chemical reaction model. High molecular weight 

kerogen has a very complex and not fully determined chemical structure (Kelemen et al., 

2007). Therefore, the thermal decomposition and oxidation behavior of kerogen is not well 

understood nowadays yet. In our previous work (Bondarenko et al., 2017b) experimental 

studies on oil shale were performed in order to understand the mechanisms of kerogen 

thermal decomposition. As a result, fracturing occurred through the voids formed by 
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kerogen oxidation at 450°C, while intensive reactions began to appear at 120°C. In another 

work of the authors Bondarenko et al., 2017a, as a result of high pressure ramped 

temperature oxidation test (HPRTO) on a BF sample, the exothermic reaction of kerogen 

oxidation started at approximately 140°C. In addition, an experimental scheme for 

evaluation of HPAI in oil shale was proposed, where laboratory oxidation studies were 

pointed out as a very important step. The reasons for these studies are to determine 

temperature ranges over which oxygen uptake rates are high,  to determine Arrhenius 

kinetic parameters for low and high-temperature oxidation ranges, to establish whether the 

dominant oxidation mode corresponds to the low or the high-temperature range, to 

determine if oxidation reactions can be ignited spontaneously or if artificial ignition is 

required and to estimate the auto-ignition temperatures corresponding to the onset of 

elevated oxygen uptake rates in both the low and high-temperature ranges. In the case of 

kerogen-bearing rocks, the identification of what fractions of oil and kerogen correspond 

to what reactions were not fully determined previously.  

In the second part of this work, Chapter 4, an alternative approach to calculating 

phase behavior in multicomponent multiphase hydrocarbon systems is presented. 

Compositional simulation studies are widely used to examine the applicability of different 

recovery methods in two-phase reservoirs (oil reservoirs with gas caps, gas reservoirs with 

oil rims), gas condensate reservoirs, etc. Although non-equilibrium thermodynamic 

processes in reservoirs are of certain interest (Bogachev et al. 2019), as a rule, reservoir 

fluids (phases) are considered to be in local thermodynamic equilibrium. Compositional 

reservoir simulators (e.g. CMG STARS, CMG GEM, ECLIPSE 300) use flash calculations 

to estimate compositions and properties of the equilibrated phases. These algorithms are 

iterative and based on the equality of the fugacity of each component throughout all phases 

(Brusilovsky 2002; Danesh 1998; Orr 2005). Performing flash calculations in reservoir 

simulations may result in expensive computations and unreliable values for the physical 

properties of phases. These problems arise, for example, when the considered temperatures 

and pressures are close to their critical values (Danesh 1998). The iterative procedure of 

flash calculations requires large numbers of successive substitutions to converge in the 
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critical region. Thus, if the maximum number of iterations is limited, the phase parameters 

can be determined with an appreciable error. The limitations on the maximum number of 

iterations are reasonable since the equilibrium parameters of multicomponent reservoir 

fluids must be determined in each cell at each time step in reservoir simulations. For 

example, the keyword FCCRIT in ECLIPSE 300 sets the maximum number of iterations 

in flash calculations (ECLIPSE 2014). For a large reservoir, the total number of flash 

calculations may be significant. Hence, reducing computational time and ensuring a 

sufficient level of model accuracy are important considerations in compositional reservoir 

simulation. Various techniques have been proposed to accelerate flash calculations. For 

example, options of the above-mentioned keyword FCCRIT in ECLIPSE 300 allow the 

user to modify the flash calculation error target for cells. The keyword SKIPSTAB invokes 

the fast flash option (ECLIPSE 2014). In this case, the simulator does not perform the 

Michelsen stability test for cells in the middle of single-phase regions. The Michelsen 

stability test is a commonly used technique that precedes flash calculations and gives 

information if there are one or two hydrocarbon phases (Brusilovsky 2002; Danesh 1998; 

ECLIPSE 2014). More sophisticated techniques to improve the computational performance 

of flash calculations have been reported in the literature (Kissinger, 1957; Taylor and Fryer, 

1992). Above all, the Michelsen (1982a, 1982b, 1986) method should be noted. This 

method helps to increase the speed of flash calculations when binary interaction 

coefficients (BIC) between components are equal to zero. Hendriks and van Bergen (1992) 

presented the procedure, increasing the speed of flash calculations for sets of nonzero BIC. 

They proposed to approximate the BIC matrix by spectral decomposition. Alternatively, 

Li and Johns (2006) approximated BIC by the two-parameter formula to obtain the reduced 

parameters and speed up flash calculations. Gorucu and Johns (2015) compared eight 

reduced and conventional methods of flash calculations. They revealed the advantages of 

the two-parameter BIC approximation technique over the spectral decomposition method. 

Petitfrere and Nichita (2015) also compared reduced and conventional methods of flash 

calculations in a series of numerical simulations. They reported that reduced methods are 

more efficient than conventional methods only for mixtures with many components (more 
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than 20) and several non-zero BIC. Gaganis (2018) proposed a non-iterative procedure to 

test the phase stability. This procedure involves the use of two discriminating functions 

that act as classifiers: a positive value of one of the two functions determines the stability 

state of the mixture. The application of this technique can significantly reduce the CPU 

time required for phase stability calculations. Koldoba (2018) proposed to approximate the 

equation of state and the Gibbs energy by simple expressions. This approach made it 

possible to obtain explicit analytical formulas for the equilibrium ratios (known as K-

values). Koldoba (2018) demonstrated the applicability of this approach in a practically 

important range of pressures and temperatures. The use of machine learning is becoming 

popular for speeding up flash calculations (Gaganis et al. 2012; Kashinath et al. 2018; 

Wang et al. 2019). For example, Wang et al. (2019) proposed to use artificial neural 

networks to accelerate flash calculations in compositional simulations. Artificial neural 

networks are applied for both phase stability tests and flash calculations. The authors state 

that in some cases, computational costs can be reduced by up to 90%. 

It should be noted that all the approaches mentioned assume the consideration of 

various consequences of thermodynamic equilibrium. System energy parameters, such as 

the Helmholtz or the Gibbs energy, are not considered directly. Hence, it is not even 

necessary to obtain the precise expression for the system energy, since, for example, at a 

given pressure and temperature, instead of the Gibbs energy direct minimization, the 

corresponding constraints on the derivatives of the Gibbs energy are considered. In Chapter 

4 of this work, an explicit expression for the Helmholtz and Gibbs energies of a 

multicomponent mixture is obtained. It is then demonstrated that the Helmholtz and Gibbs 

energies minimization problem can be formulated as a linear programming problem. This 

fact suggests a simple algorithm for determining the values of phase mole fractions, phase 

compositions, and molar volumes. Thus, simulation parameters of phases can be calculated 

sufficient for the compositional reservoir using this algorithm. This particular energy 

minimization technique is already used in metamorphic petrology to describe phase 

transformations of multiphase and multicomponent rocks (Connolly 2005; Conolly 2017; 

Connolly and Galvez 2018; Vrijmoed and Podladchikov 2015) in equilibrium with porous 
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fluids and melts. More generally, as early as 1958, White et al. suggested to use the 

nonlinear optimization theory to solve the equilibrium problem by "minimizing the free 

energy directly" instead of the iterative solution of a nonlinear system of equations obtained 

by setting the partial derivatives of the energy to zero that is equivalent to conditions for 

all reactions to be in equilibrium. The "reactions" method has a significant disadvantage 

due to the information required prior to the start of calculations on the precise set of 

chemical reactions constraining equilibrium. In a recent book on geochemical modeling, 

Bethke (2007) stated in the introduction: “The balanced reactions of the equilibrium 

constant method are counterparts to the species compositions required by the minimization 

technique; in fact, given the same choice of components, the reactions, and expressions of 

species compositions take the same form.” The free-energy minimization can be split into 

two major substeps: the minimization technique and the discretization of the compositional 

space strategy. Numerous workers have developed non-linear minimization techniques for 

the calculation of petrological phase equilibria without involving of the discretization of 

the global compositional space (Shvarov 1978, Saxena 1983, Wood 1984, Ghiorso and 

Carmichael 1985, DeCapitani 1987, Karpov 1997, Bina 1998). One weakness of non-linear 

techniques is that the algorithm can be trapped in local minima. An alternative to non-linear 

techniques is to approximate the continuous compositional variation of solution phases by 

sets of discrete compositions (White 1958, Connolly 1987). With these approximations, 

the optimization algorithm guarantees the convergence to a global minimum given that the 

compositions are sufficiently resolved (Ignizio, 1981). Nonetheless, a more accurate 

representation of the composition of complex mixtures is needed and a larger number of 

discrete compositions is required. It results in computation memory problems during 

calculations, which imposes restrictions on this method (Gaganis, 2018). This paper 

presents a new phase stability method that is applicable when repeated phase behavior 

calculations are needed, as is the case with multiphase fluid flow compositional simulation 

in upstream petroleum engineering. Two discriminating functions act as classifiers in such 

a way that a positive value of one of the two functions determines the stability state of the 

mixture. The two functions are generated offline prior to the simulation, and their 
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expressions are straightforward so that they can be evaluated rapidly in a non-iterative way 

for every discretization block and at each timestep during the simulation. The CPU time 

required for phase stability calculations is dramatically reduced while still obtaining correct 

classification results corresponding to the global minimum of the system Gibbs energy 

function. The method can be applied to any chemical engineering problem where the class 

of several objects needs to be determined repeatedly and quickly (Van Zeggeren 1970). 

The goal and objectives of this thesis are formulated below. 

Goal:  

Development of a set of tools and approaches to increase the predictive power of air-

injection based enhanced oil recovery numerical modeling. 

Objectives: 

1. To provide an adaptation and history matching of ISC and HPAI performance laboratory 

experimental results for numerical modeling of air-injection based EOR for different types 

of reservoirs: 

• to construct 3D digital models of oxidation experiments using thermal 

hydrodynamic simulator CMG STARS; 

• to adapted the reaction and kinetic model to take into account kerogen oxidation 

behavior during HPAI in the organic-rich source rock; 

• to provide an adapted reaction scheme and kinetic parameters, describing HPAI 

process for medium oil carbonate reservoir and ISC for bitumen. 

2. To develop an alternative approach to calculating phase behavior in multicomponent 

multiphase hydrocarbon systems: 

• to implement direct free-energy (Gibbs and Helmholtz energy) minimization 

technique for multiphase multicomponent hydrocarbon mixtures; 

• to provide a validation of the implemented free-energy minimization algorithm on 

experimental data and iterative flash calculations. 

 

  



12 

 

Chapter 2. Methodology for air injection EOR processes numerical 

model construction based on a set of laboratory studies 

The strategy of HPAI and ISC combustion numerical model construction used in this 

dissertation is presented in Figure 2.1 and consists of a selection of pseudo-components 

based on the phase and oxidation behavior of considered hydrocarbons, the development 

of a hydrodynamic model, which includes a reaction kinetic model, its validation against 

laboratory-scale representations of HPAI or ISC processes and incorporation of matched 

hydrodynamic model into a full-field one, providing the necessary upscaling. Each part is 

developed based on a comprehensive set of experimental studies. 

 

Figure 2.1 Key aspects of construction HPAI/ISC numerical models 

In order to construct a hydrodynamic ISC or HAPI process that includes an adequate model 

of the oxidation/combustion reaction and its kinetics it is necessary to provide experiments 

and laboratory analyses in the following directions: 

- composition and element analysis of target hydrocarbons to lump correct pseudo-

components and provide correct quantification of further suggested reactions; 
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- static qualitative oxidation experiments to make the first suggestion about 

oxidation/combustion behavior and kinetics (differential scanning calorimetry); 

- dynamic quantitative oxidation /combustion tests under conditions close to the reservoir 

supported with numerical studies to make a decision of reaction scheme and adjust kinetic 

parameters (ramped temperature oxidation test); 

- dynamic quantitative combustion performance tests to evaluate physics and recovery 

performance, which could be observed in the field, and generate experimental data for 

history matching with numerical results (combustion tube test). 

In this work, we suggest the necessity of the ramped temperature oxidation (RTO) test 

numerical simulations before the numerical modeling of combustion tube (CT) test: 

• RTO test – history matching for reaction model adaptation and kinetic parameters 

adjustment; 

• CT test – history matching for finalizing kinetic parameters, relative permeability 

curves, and specific PVT parameter of the system fluids adjustment. 

2.1 Laboratory methods 

2.1.1 Ramped temperature oxidation (RTO) 

The RTO experiment is carried out on equipment consisting of a one-dimensional reactor 

that was filled with a mixture of crushed rock, oil, and water in predetermined proportions 

corresponding to real oil saturation. During the experiment, the air is injected into the 

reactor, and the temperature rises linearly along the entire length of the reactor with control 

over the temperature in the core holder. In experiments, the RTO reactor operates in 

differential mode until the moment the exothermic reaction starts in the first zone. A 

detailed description of the RTO system was presented by (Yang and Chen, 2016). 

A schematic diagram of the RTO setup of the experiment on the oxidation of oil with a 

linear increase in temperature is given in Figure 2.2. The RTO Rector is a thin-walled 

reactor with an outer diameter of 25.4 mm, a wall thickness of 1.65 mm and a reactor length 

of 483 mm made of steel grade Inconel. The copper of the reactor is used to evenly 

distribute heat from the heaters along the entire length of the reactor, mounted on top of 
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the copper shell. The reactor is divided into seven intervals of 57 mm, the temperature in 

which is recorded by internal thermocouples inserted into the center of the bulk model. 

 

Figure 2.2 Schematic diagram of the RTO setup 

The construction of the experimental setup makes it possible to conduct the experiment 

under field pressure and measure real-time temperature response, amount and composition 

of produced gases, fluids. Specifically, operating pressures up to 41MPa can be reached 

and maintained in the reactor. Gas chromatographs are directly connected to the outlet of 

the reactor, which makes it possible to analyze all produced gases, including hydrocarbon 

gases, without any limitations connected with the organic content in the bulk model (such 

limitations often exist on similar equipment due to the relatively low range determination 

of the content of carbon oxides in gas analyzers). The liquid fluids produced are taken into 

a sampling system equipped with four traps to analyze the composition and assign it the 

corresponding oxidation temperature range. The ability to control the temperature and 

heating rate within the range of 25-800°С allows to carry out experiments in an isothermal 

and non-isothermal mode with a minimum heating rate that simulates the actual heating 

rate during ISC. After the determination of the negative temperature gradient region 

(NTGR) during the experiment, the reactor is set to the desired heat, which will contribute 
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to the stability of the combustion front and effective mobilization of oil. In addition, the 

low heating rate allows evaluating the compositional data associated with oxygen addition 

reactions in LTR, while too rapid of a heating rate causes the minimization of its effect 

during the experiment. 

2.1.2 Combustion tube test  

This experiment is a combustion performance test and used for planning the air injection-

based EOR in the field. The results obtained from the combustion tube (CT) test allow the 

displacement efficiency of the target EOR method under reservoir conditions to be 

estimated. It also gives a significant amount of data to validate HPAI or ISC numerical 

models, except the detailed kinetics of the undergoing reactions due to the constructional 

feature of the CT setup and experimental procedure. The combustion performance test is 

carried out on medium pressure combustion tube (MPCT) laboratory installation. A 

detailed description of the experimental setup is given in (Fadaei et al., 2011). The 

schematic diagram of the installation is shown in Figure 2.3. Technical characteristics are 

given in Table 2.1. The MPCT core holder is divided into 12 zones, each of which is 

equipped with a centerline thermocouple that measures the temperature in the center of the 

zone, an external heater, and a thermocouple mounted on the outer wall of the core holder. 

The length of each zone is 15 cm. 
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Figure 2.3 Schematic diagram of the CT setup 

Table 2.1 CT specifications 

Internal diameter x Length, mm 99.6 х 1837 

Reactor volume, l 14.3 

Reactor material Inconel steel 

Maximum pressure, MPа 21 

Maximum operating temperature, °С 1200 

A number of wall thermocouples, pcs. 12 

A number of internal thermocouples, pcs. 12 

The number of pressure ports in the reactor, pcs. 8 

 

2.2 3D digital models of experimental setups  

2.2.1 Ramped temperature oxidation numerical model 

The 3D radial model of the RTO experimental setup was constructed (Figure 2.4) in the 

CMG STARS commercial simulator to provide validation of the suggested air-based EOR 
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process against the experimental results and to adjust mostly kinetic parameters in the 

oxidation reaction scheme used during history matching procedure.  

The characteristics of the layers are specified considering the design of the experimental 

setup, which consists of a reactor, a steel wall, microfiber insulation, a copper part, and 

ceramic heaters (Table 2.2). The thermo-physical parameters were calibrated so that the 

actual temperature on the wall of the HPRTO coincided with the temperature of the 

corresponding layer in the numerical model. Figure 2.5 shows the grid sensitivity of the 

RTO numerical model, namely, temperature profiles in the first zone of the RTO digital 

setup during the simulation for a different number of grid blocks in vertical directions. The 

optimal number of grid blocks (49) in the vertical direction was specified based on grid 

sensitivity studies (Figure 2.5).  

Table 2.2 Parameters of the RTO setup layers 

Layer Porosity Permeability, 

mD 

Thermal heat capacity, 

103 kJ/m3/°С 

Thermal conductivity, 

kJ/m/hr/°С 

Reactor 0.307 3000 2.09 27.67 

Steel wall 0 0 3.59 39 

Microfiber 

insulation 

0 0 0.1086 0.452 

Cooper 0 0 2.8 14.52 

Ceramic heaters 0 0 4.95 738.072 
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Figure 2.4 High-Pressure Ramped Temperature Oxidation installation (left) and the digital model of 

the RTO setup in CMG STARS (right) 

 

Figure 2.5 Demonstration of the grid sensitivity. The temperature profile in the first zone of the RTO 

digital setup during simulation 

2.2.2 Combustion tube numerical model  

The 3D radial model of the CT experimental setup was constructed (Figure 2.6) in the 

CMG STARS commercial simulator to provide further validation of a preliminary history 

matched hydrodynamic model with the results of the RTO experiment and to finalize 

kinetic parameters, relative permeability curves, and specific PVT parameters of suggested 

pseudo components. 
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A few key points that should be considered during the construction of a digital 3D model 

of CT equipment are:   

• Conducting a preliminary analysis of the sensitivity of the model to the system 

parameters; 

• Consideration of the multilayer design of the combustion tube; 

• Accurate simulation of heater regimes; 

• “History matching” of the stages preceding air injection: inert gas injection and heating 

of the first zone to initiate the source. 

A 3D radial model of the MPCT experimental setup was built to adapt the model of 

chemical reactions and kinetics of oxidative processes. It consists of 11 grid blocks in the 

radial direction, one block in the azimuthal direction, and 45 blocks in the vertical direction 

(Figure 2.6). Each of the 12 temperature zones is divided into three cells, the size of which 

is sufficient to represent the combustion process in the tube.  

Numerical simulation studies were reported in the literature (Fadaei et al., 2011), and it 

was determined that a full reconstruction of the geometry of the combustion tube 

installation allows not only for the correct reproduction of chemical transformations but 

also for such physical phenomena, as heat transfer and heat loss. In this regard, cells were 

added between the large steel flange filled with insulation (63 mm) and the flange covering 

the core holder (19 mm), and the corresponding cells at the end of the core holder. The 

distance from the steel flange at the end of the core holder to the steel casing is 1 cm. An 

additional cell of a much smaller size was added to the core sample model to avoid injection 

to the center of the first tube cell and incorrect displacement. The space around the core 

holder is filled with helium and pyrite, and it is filled with helium between the steel casing 

and pressure casing. It should be noted that the first and last zones of the core-holder are 

filled with sand, which is also reflected in the model. 
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Figure 2.6 Medium Pressure Combustion Tube Installation (a) and the numerical model of the 

MPCT experiment in CMG STARS: model grid (b), initial porosity (c), initial permeability (d) 

All layers of the combustion tube installation, including heaters, were reproduced in a 

numerical model of the experiment. The central cells represent the rock sample, then a steel 

tube wall, insulation, which consists of mineral wool, heating elements, insulation, 

consisting of pyrite and helium, a steel wall, an annular space filled with helium, and a 

pressure casing made of steel. The porosity and permeability characteristics of the layers 

and their sizes were set, taking into account the design of the experimental setup (Table 

2.3).  

Table 2.3 The porosity, permeability, and diameters of the CT layers 

Layer Diameter, mm Material Porosity, % Permeability, mD 

1.  100 Rock  40 15600 

2. 102 Steel  0 0 

3. 120 Mineral wool 45 100 

4. 164 Steel  0  0 

5. 254 Porous thermal insulation + He 45 1000 

6. 260 He 99 10000 

7. 406 Steel  0 0 

8. 620 Steel flanges/air 100 0 
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The average porosity of core samples is 40 %, the insulation porosity is assumed to be 

45%, sand zones are taken to be 35% since the porosity of these zones was not determined. 

It should be noted that the first and last (45) cells correspond to large steel flanges, 2 and 

42 - inside the core holder are filled with He, 3, and 41 cells represent steel flanges that 

cover the core holder. The porosity of the annulus between the steel casing and the pressure 

shell is assumed to be equal to 99% in the model.  

Permeability is reproduced similarly to porosity.  The permeability of the annular space 

filled with helium is assumed to be 10,000 mD, the insulation region with pyrite and helium 

is 1000 mD, and for mineral wool, it is 100 mD. This data corresponds to the time before 

air injection, which was transferred to the numerical model. 

The next important aspect of the model adaptation is the initialization of the model and 

reproduction of the injection conditions. It includes establishing the initial temperatures in 

the cells, accounting for the heat loss, the gradual increase of the pressure in the system by 

the preliminary pumping of helium into the system, initiation of combustion and 

maintaining the necessary temperatures in accordance with the work of heaters during the 

experiment, switching to helium and the gradual release of pressure in the system. This 

procedure is a key step before starting the model adaptation.  

The 1.83 m long combustion tube consists of 12 heating zones each 15.24 cm long (see 

Figure 2.7) and heaters physically located on the heater support column at j =4. Each 

heating zone, as shown in the accompanying diagram on Figure 2.7, consists of: 

1. A thermocouple inserted into the tube center (TCnn) 

2. A thermocouple mounted on the exterior tube wall (TWnn) 

3. A 1 kW wire-type heating element (HRnn) wrapped around the heating zone. 

The heater is not wrapped directly on the combustion tube. There is a 1.8 cm layer of 

mineral wool insulation wrapped around the tube and held in place by thin metal cladding. 

The heater is wrapped around the metal cladding. This heating arrangement diffuses the 
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heat input to the model and prevents hot-spots on the tube wall. The center and wall 

thermocouples are located at the axial midpoint of each heating zone which is reflected in 

the numerical model. 

 

Figure 2.7 Schematic representation of the thermocouples and heaters installed in CT 

Heat loss coefficients for surroundings are introduced along with the ambient temperature 

of each cell, including initial heater temperature set as 26oC. The heaters distribute 1,000 

W heat over three grid blocks per heaters, and they are set to adiabatic control, maintaining 

the temperature on the core holder wall 20 °C lower than the indicators of the central 

thermocouple. That allows the angle of inclination of the temperature profile during the 

cooling of the zone to be reproduced.  
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2.3 Conclusions to Chapter 2 

 

In this chapter, we proposed a general methodology for modeling air-injection 

based EOR methods evaluation using the abilities of the commercial thermal simulator 

CMG STARS. This approach, including comprehensive experimental (Section 2.1) and 

numerical studies, made it possible to adapt reaction kinetic models for different types of 

reservoirs.  

As a part of the above-mentioned methodological approach, 3D digital models of 

oxidation and ISC performance laboratory experiments were constructed using the thermal 

hydrodynamic simulator CMG STARS. (Section 2.2) Each of them has a multilayer design 

and proper heater regimes, which help to avoid constructional uncertainties during an 

adaptation of experimental results and validation of laboratory-scale numerical models. 

The presence of insulation layers in both experimental setups and annular space in CT 

influences radial heat transfers and can consequently control the temperature levels 

observed. 
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Chapter 3. Adaptation and history matching of ISC and HPAI 

performance laboratory experimental results for numerical modeling 

of air injection-based EOR for different types of reservoirs 

3.1 Adaptation of ramped temperature oxidation test results on 

modeling of air injection enhanced oil recovery processes for 

bitumen reservoir 

In order to investigate the oxidation behavior and ISC performance for bitumen, the RTO 

test was conducted using an oil sand bitumen sample from Samara oil region and was  

analyzed. 3D numerical simulations of this experiment were provided using the thermal 

hydrodynamic simulator CMG STARS to verify the reaction scheme for bitumen and 

predict experimentally observed oxidation temperature regions, adjust corresponding 

kinetic parameters and develop a laboratory-scale numerical model of the ISC process for 

the specific oil field.   

Samara region oil sand bitumen belongs to the South Tatar oil and gas area of the Volga-

Ural oil and gas province. The characteristics of the reservoir are summarized as the 

following: the depth of the formation - 150 -190 m, the total thickness of the reservoir and 

the oil-saturated part - 17.6 m and 10.2 m, respectively, the average porosity - 29 %, 

permeability - 736 mD, the average oil saturation - 94 %, which is quite favorable from an 

economic perspective. The bitumen has a gravity of 15.9 oAPI and oil viscosity, on average, 

of 9400 mPa.s at reservoir temperature. The current level of reservoir pressure is 0.72 MPa. 

The tendency for the burning zone to override is determined not only by vertical 

permeability, oil gravity, and pay thickness but also the prevailing reservoir pressure. The 

reservoir temperature of the studied reservoir is 8 oC, which is relatively low and affects 

the selection of the ignition method and the ability to establish down-hole combustion. 

Preliminary calculations of the combustion temperature predict high values due to high 

porosity and oil viscosity.  
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In this case, the RTO test was conducted using the experimental setup, whose specification 

and schedule were presented in Section 2.1. The reactor was vertically installed, and the 

air was injected from top to bottom. The working pressure in the reactor was 0.7 MPa 

created by air from a high-pressure cylinder, while helium was injected into the annular 

space between the pressure jacket and the reactor to create a confining pressure. The start 

of the pressurization and helium injection, air injection, preset temperature rise, and other 

operational events are given in Table 3.1. Experimental conditions were close to reservoir 

conditions for a specific oil field: pressure was 0.7 MPa, and operating parameters were 

the following: air injection rate of 40 st.m3/m2/hr, heating rate of 40°C/hr. Table 3.2 

presents the initial properties of the oil sand bitumen used. During the experiment, the air 

was injected into the reactor, and the temperature rose linearly along the entire length of 

the reactor with the control over the temperature in the core holder. The heating schedule 

was preset. In the experiment, the RTO reactor operates in differential mode until the 

moment when the exothermic reaction started in the first zone. A detailed description of 

the RTO experimental setup was presented by (Burger, 1972; Fassihi et al., 1984; Moore 

et al., 1999). 

Table 3.1 Schedule of RTO experiment for Samara region oil sand bitumen 

Time Stage of the experiment 

0 Start of the air injection with a rate 15.34 st.l/h   

0.19 Start of the temperature rise with a speed of 40°С/h. 

6.65 Switch to trap 2 (280°С) 

8.24 Switch to trap 3 (350°С) 

10.71 Switch to trap 4 (450°С) 

23.36 End of air injection; Start of He injection with a rate 15.34 st.l/h 

27.93 End of He injection; the start of the pressure drop  

28.47 End of the pressure drop 
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Table 3.2 Samara region oil sand bitumen properties 

Property Bitumen sample 

Molecular weight, g/gmol 373 

Density at 20°С, kg/m3 956 

Viscosity at 25°С, cp 1387 

Asphaltenes, wt% 16.96 

Carbon, wt% 66.9 

Hydrogen, wt% 8.77 

Nitrogen, wt% 0.26 

Sulfur, wt% 3.85 

 

3.1.1 Ramped temperature oxidation experimental results for bitumen 

Exothermic and endothermic fronts traversing the core pack in the reactor during RTO test 

were detected by internal thermocouples. The resulting temperature profiles recorded by 

these thermocouples located on the corresponding seven zones of the reactor are shown in 

Figure 3.1. The transition of the exothermic fronts observed is associated with oxygen-

addition and bond-scission reactions of bitumen accompanied by the oxygen uptake. The 

existence of endothermic peaks is due to the evaporation of water and volatile 

hydrocarbons. The start of the exothermic oxidation reaction in the first zone of the reactor 

is observed at around 180°C. Figure 3.1 shows the existence of two temperature regions, 

LTR (below 310°C) and HTR (above 370°C), which visually differ in the shapes of 

temperature peaks. The NTGR reflecting the transition between different oxidation 

regimes is visible in the range from 310°C to 370°C. It could be noticed that the 

temperature profiles for zones 1, 2 and 3 have two local maximums, which means that two 

different exothermic fronts traverse the core pack in the reactor during the experiment. For 

these three zones, the first temperature peaks are located in the range of 180°C to 310°C, 

which corresponds to LTR. The specific shape and magnitude of temperature peaks make 
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it possible to suggest that the rate of oxygen consumption is relatively slow. Thus, these 

exothermic fronts are likely a consequence of the dominance of oxygen-addition reactions 

in LTR. In addition, along with exothermic waves, endothermic fronts attributed to the 

water and hydrocarbon vaporization are to occur during the ISC process. In this particular 

experiment, a low initial water content results in a relatively low effect of water 

vaporization; therefore, the exothermic fronts are hardly detected by internal 

thermocouples. 

 

Figure 3.1 Zoomed in temperature profiles by zones in the RTO test for bitumen 

The molar concentrations of oxygen, nitrogen, carbon monoxide, carbon dioxide and 

helium produced that were matched with the recorded temperature profiles in time are 

presented in Figure 3.2. An increase in the nitrogen molar fraction produced occurs after 

the start of exothermic reactions. The maximum value of the molar fraction of detected 

nitrogen is reached in LTR. In addition, Figure 3.2 shows the incomplete consumption of 

oxygen in LTR. This indicates the dominance of oxygen-addition reactions in this region 

where the air is consumed, and the generation of carbon dioxide and other combustion 

gases does not compensate for this consumption. The displayed location of the first 
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temperature peaks in zones 1, 2 and 3 show that the exothermic processes in the first three 

zones of the reactor occur in parallel. It could be a consequence of the partial consumption 

of oxygen in zone 1, which allows it to move through the core pack and simultaneously 

react in the first three zones of the tube. Intensive hydrocarbon gas generation is observed 

at around 370°C due to thermal cracking, followed by bond-scission reactions in HTR, 

which corresponds to the region with sharp and more well-defined temperature peaks. The 

maximum molar fraction value of carbon dioxide produced is reached at about the same 

temperature level. Figure 3.2 shows the restoration of the initial molar concentration of 

nitrogen at around the same temperature. All these observations indicate the start of the 

HTO process at around 370°C. 
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Figure 3.2 Temperature profiles by zones and mole concentrations of oxygen, nitrogen, helium, 

carbon monoxide, and carbon dioxide (above) and mole concentrations of ethylene, methane, 

propylene, ethane, hydrogen in RTO test for bitumen 

 

Figure 3.3 Combustion front propagation in HTR through zones 4-7 in RTO test for bitumen 
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3.1.2 Numerical simulation of the RTO test for bitumen 

In order to simulate the RTO reactor, the thermal hydrodynamic simulator CMG STARS 

was used. Numerical simulation of the RTO experiment was performed using the radial 

model with 49 grid blocks in the flow path and four grid blocks in radial directions (Figure 

3.4). The number of grid blocks was chosen based on the grid size sensitivity analysis to 

achieve a stable model (Section 2.2.1). The radial blocks repeat layers of an experimental 

setup such as a reactor, steel wall, insulation, and heaters. 3D design of the RTO reactor 

and characteristics of the layers are presented in Section 2.2.1. 

 

Figure 3.4 Numerical model of RTO test setup for bitumen 

 

Conditions to initialize the model are summarized in Table 3.3 and include bitumen 

temperature dependences of density and viscosity. This data was used as reference 

conditions for matching in test simulations. The determination of the temperature-

dependent viscosities of the oil pseudo components was based on the mixing rule in the 

form: 

𝜇𝑜𝑖𝑙 = ∏ 𝜇𝑖

𝑥𝑖

𝑁𝑐

𝑖=1
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Where 𝑁𝑐 is the number of oil pseudo components; 𝑥𝑖 is the mole fraction of the  𝑖𝑡ℎ pseudo 

component in the oil phase;  𝜇𝑜𝑖𝑙 and 𝜇𝑖 are the viscosity of the whole oil and 𝑖𝑡ℎ oil pseudo 

component, cp, respectively. The measured viscosity-temperature data was extrapolated 

based on Walther’s correlation: 

log10(log10(𝜇𝑜𝑖𝑙 + 0.7)) = 𝐴 − 𝐵 log10(𝑇), 

where  𝜇𝑜𝑖𝑙 is the viscosity of the whole oil or known pseudo component viscosity, cp; and 

𝑇 is the absolute temperature, K. The widely used Andrade’s equation given by 

𝜇𝑜𝑖𝑙 = 𝐴𝑒
𝐵
𝑇 , 

where  𝜇𝑜𝑖𝑙 is the viscosity of the whole oil or known pseudo component viscosity, cp; and 

𝑇 – absolute temperature, K, was avoided since the resulting viscosities after extrapolation 

to combustion temperatures were unrealistically low. 

Table 3.3 Conditions to initialize RTO numerical model for bitumen 

Pressure, MPa 0.7 

Temperature, °С 25 

Porosity, % 48 

Initial mole fraction of Maltenes, wt% 0.942 

Rock thermal capacity, kJ/m3/K 2100 

Rock thermal conductivity, W/m/K 1.71 

Viscosity at different temperatures 

Viscosity at 25°С, cp 1387 

Viscosity at 40°С, cp 342.2 

Viscosity at 50°С, cp 159.7 

Density at different temperatures 

Density at 20°С, kg/m3 956 

Density at 40°С, kg/m3 941 

Density at 60°С, kg/m3 927 
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In order to represent the oxygen consumption, carbon dioxide, water, and heat generation 

as a result of bitumen oxidation and compositional changes during RTO test, a traditional 

reaction kinetic model (Belgrave et al., 1993) is used as a basis, which is specified for 

Athabasca Bitumen. This model includes the LTO of maltenes and asphaltenes (Adegbesan 

et al., 1987), thermal cracking of asphaltenes, and the HTO of coke (Thomas et al., 1983). 

The model presented in this work includes modifications to take into account the effect of 

vapor-phase combustion reaction of volatile oil fractions. The significance of the vapor-

phase combustion during the ISC process is suggested and studied by Mallory et al., 2018 

and Bhattacharya et al., 2016. In this particular model, a bond-scission vapor-combustion 

reaction of Light oil pseudo-component is incorporated. Light oil fraction appears in the 

model as a result of thermal cracking and LTO of Maltenes and Asphaltenes and has high 

volatility. The starting kinetic parameters and flammable limits for this reaction, which are 

necessary to control the transfer of vaporized components to gas phase, are taken from 

Bhattacharya et al., 2016. 

The reaction model used in this research is summarized as follows:  

Thermal Cracking:  

1) 1.0 Asp = 0.66383 Maltenes + 12.40909 CO2 + 17.264822 Coke +0.515094 Light Oil,  

first order; 

Low temperature oxidation:  

2) 1.0 Maltenes + 2.77594 O2 = 0.38185 Asphaltenes + 0.004 Light Oil,  

first order with respect to hydrocarbon mass fraction, 0.4246 orders with respect to oxygen 

partial pressure; 

3) 1.0 Asphaltenes + 7.5075 O2 = 106.37116 Coke + 0.01327Light Oil,  

first order with respect to hydrocarbon mass fraction, 4.7627 orders with respect to oxygen 

partial pressure; 
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High-temperature oxidation:  

4) 1.0 Coke + 1.1245 O2 =1.0 CO2 + 0.249 H2O,  

first order with respect to both reactants, where the H/C ratio is 0.498 

5) 1.0 Light Oil + 20.347 O2 =13.269 CO2 + 15.51 H2O, 

first order with respect to both reactants. 

Hence, to incorporate this reaction scheme into the numerical model, target oil is 

characterized by using three pseudo components: Maltenes, Asphaltenes, and Coke. In 

addition, the fluid model includes Light oil pseudo-component to reproduce the vapor 

phase combustion reaction. The fluid model description includes PVT properties of 

components in a mixture, k-value correlations, summarized in Table 3.4 - Table 3.5. 

Table 3.4 Data for model components for bitumen sample 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Component Molar Mass, 

g/mol 

Tcrit, °С P crit, kPa 

CH4 16 -82.55 4600.15 

Light Oil 212 433.85 1520 

Maltenes 329 612 1480 

Asphaltenes 1092 1399.23 162.48 

O2 32 -118.55 5045.99 

N2 28 -146.95 3394.39 

CO2 44 31.05 7376.46 

Water 18 374 22100 

Coke 12.498 - - 
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Table 3.5 Gas-liquid k-value correlations for bitumen pseudo-components 

 

 

 

 

 

 

Table 3.6 lists the initial physical model conditions at the time when enriched oxygen 

injection started. These parameters are calculated based on the mass balance data and molar 

mass of oil and its fractions. 

Table 3.6 Initial conditions for bitumen model pseudo-components 

 

 

 

 

 

 

 

 

The simulated molar concentrations of produced oxygen, nitrogen, carbon dioxide in time, 

and temperature profiles associated with each zones of the reactor are presented in Figure 

3.5. To illustrate the mechanism of bitumen oxidation underlying the model, it is advised 

to consider the processes occurring in the first zone of the reactor during simulation of 

RTO test. Figure 3.6 shows the distribution of modeled pseudo components in time in zone 

1 of the reactor and how its’ changes correspond to the temperature changes in the same 

part of the reactor. The oxidation of Maltenes occurs in the LTR resulting in the first local 

temperature maximum shown in Figure 3.6. This is the representation of the first 

Component KV1 KV4 KV5 

CH4 5.45*105 -879.84 -265.99 

Light Oil 2.43*106 -1600.00 -283.55 

Maltenes 1.32*108 -8600.00 -273.15 

Asphaltenes 0 -11987.70 -273.15 

CO2 8.62*108 -3103.39 -247.09 

Property Value 

Oil saturation 0.423 

Water saturation 0.013 

Gas saturation 0.564 

Mole fraction of 

Mаltenes 

0.942 

Mole fraction of 

Asphaltenes 

0.058 
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exothermic wave traversing through the core pack associated with LTO. Light oil pseudo 

component appears in the system as a result of LTO and thermal cracking. The second heat 

release in HTR, or the second exothermic front moving through the reactor, results from 

HTO of Coke and vapor-combustion of Light oil pseudo component. 

 

Figure 3.5 Numerical simulation results for RTO experiments for bitumen: temperature profiles by 

zones and molar concentration of nitrogen, carbon dioxide, and oxygen  
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Figure 3.6 Numerical simulation results at Zone 1 of the reactor for RTO test for bitumen: 

temperature profile, molar fraction of Maltenes, Asphaltenes, Light Oil and solid-phase 

concentration of Coke 

The goal of the history matching procedure is to match oil, water, nitrogen, oxygen, and 

combustion gases production masses and replicate the experimentally observed 

temperature regions of heat release peaks during the experiment, especially the temperature 

which corresponds to the initiation of oxidation processes. These functions are assumed to 

be the objective functions for which the error in experimental and simulated values is 

minimizing during the history matching procedure. The construction of the experimental 

setup makes it possible to decrease the number of parameters that could significantly 

influence the changes in the characteristics mentioned above. If the fluid and chemical 

reaction model is specified, the number of variables can be ideally reduced to the kinetic 

parameters. In this work, the frequency factor, activation energies, and heat of reactions 
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were manually adjusted. The obtained Arrhenius kinetic parameters are summarized in 

Table 3.7.  

Table 3.7 Kinetic parameters obtained from history matching the RTO experiment for bitumen 

Reaction A Ea, kJ/mol Hr, kJ/mol 

1 2.10*1012 hr-1 181.041 0 

2 1.05*108 hr-1 kPa-0.4246  86.730 5.474*103 

3 1.21*108 hr-1 kPa-4.7627 185.600 5.564*103 

4 1.02*102 hr-1 kPa-1 34.763 5.537*102 

5 1.00*102 hr-1 kPa-1 100.0 5.230*102 

 

Figure 3.7 presents the simulated temperature profiles in zones 1, 5, 6 and 7 as a result of 

the history matching procedure with reference to the experimental temperature profiles 

recorded by thermocouples located on the corresponding zones of the reactor. The 

simulation shows good correspondence with experimental results and captures the 

exothermic behavior observed in LTR and HTR. One of the objective functions in the 

history matching procedure is the temperature at which the first exothermic front starts. 

The simulation repeats two different exothermic fronts are traversing the core pack in the 

reactor, which is demonstrated in Figure 3.7 (a) by occurrence of two local maxima of the 

temperature profile in the first zone. Figure 3.8 shows the simulated and experimentally 

measured molar concentrations of produced oxygen, nitrogen, and carbon dioxide. The 

model repeats the increase in the molar concentration of nitrogen in LTR, the maximum 

and minimum concentration values of the considered gases. The incomplete consumption 

at the beginning of the oxidation process is captured but not for the whole temperature 

region (LTR and NTGR), as is observed in the experiment. In addition, discrepancies in 

the NTGR modeled are detected. The simulation captures the fact of NTGR appearance or 

stopping of the oxidation processes between LTR and HTR (Figure 3.5). However, 

modeled exothermic behavior does not align with the experimental results in the region 

close to the upper temperature limit of the NTGR. The mechanism undergoing the NTGR 

existence is assumed to be connected with the vaporization of volatile oil fractions for 
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further combustion (Mallory et al., 2018), which should be taken into account when 

developing the model. This emphasizes the need to further investigate the basic oxidation 

reaction model in common with a phase behavior description for multicomponent 

hydrocarbon systems.  

 

Figure 3.7 Comparison of numerical and experimental results of RTO test for bitumen: temperature 

profiles for a) Zone 1; b) Zone 5; c) Zone 6 and d) Zones 7 of the reactor 
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Figure 3.8 Comparison of the results for experiment and simulation of RTO test for bitumen: mole 

fraction of Nitrogen, Oxygen and Carbon Dioxide 

Table 3.8 presents the values of cumulative oil, water, and CO2 obtained during the 

experiment and simulation. The maximum discrepancy in experimental and simulated 

data does not exceed 16%. The predicted value of produced oil shows an oil recovery 

factor of 0.35, while the experimentally obtained value equals 0.33. 

 
Table 3.8 Mass of products for experiment and simulation of RTO test for bitumen 

 Experiment Simulation 

Mass of obtained oil, g  11.26 11.71 

Mass of CO2, g 18.7 21.83 

Mass of obtained water, g 12.38 11.97 
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3.2 High-pressure air injection laboratory-scale numerical models of 

oxidation experiments for carbonate oil field 

The studied field belongs to the North Kinelsky oil and gas region of the South Tatar oil 

and gas area of the Volga-Ural oil and gas province. All identified oil deposits are confined 

to the roofing of the Tournaisian stage. The average depth of the formation, according to 

borehole data, is 1339 m. At depths below 1000 m, the fracture gradient tends to be 15.83 

kPa/m, which limits downhole injection pressure to 21.4 MPa. The total thickness of the 

reservoir varies from 2.4 to 16.5 m. The thickness of the oil-saturated part is 1.2-13.8 m. 

The average porosity is in the range of 11-12 %, and permeability is in the range of 55 to 

95 mD. The average oil saturation is 75 %, which is quite favorable from an economic 

perspective. The crude oil has a gravity of 33.2 oAPI and dead oil viscosity, on average, of 

13 mPa.s. The current levels of reservoir pressure are in the range of 4.5-11 MPa, 

depending on the location. The tendency for the burning zone to override is determined not 

only by vertical permeability, oil gravity, and pay thickness but also by the prevailing 

reservoir pressure. The reservoir pressure of the studied reservoir is 27 oC, which is 

relatively low. This might affect the selection of the ignition method and the ability to 

establish down-hole combustion. Rock permeability impacts the air injectivity, areal and 

vertical sweep, and maximum pattern size that can be accommodated. According to 

experimental data lowering the porosity results in a lower fuel load. Low porosities result 

in relatively low quantities of oil burned per unit bulk volume of reservoir rock, which 

directly impacts combustion temperature. Preliminary calculations of the combustion 

temperature predict low values due to low porosity, relatively high oil viscosity, and low 

reservoir temperature. Generally, feasible conditions can be achieved assuming high 

oxygen utilization combustion, and they are subject of further investigations. 

To investigate oxidation behavior and high-pressure air injection (HPAI) performance for 

a carbonate oil field, two sets of oxidation tests were carried out, namely: high pressure 

ramped temperature oxidation (HPRTO) and medium pressure combustion tube (MPCT). 

Both experiments were conducted using experimental setups, whose specification and 

schedule were presented in Section 2.1. The RTO reactor was vertically installed in a 
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pressure jacket, and the air was injected from top to bottom. Experimental conditions were 

close to reservoir conditions for a specific oil field: pressure was 12 MPa, created by air 

from a high-pressure cylinder, while helium was injected into the annular space between 

the pressure jacket and the reactor to create a confining pressure. Operating parameters 

were the following: air injection rate of 40 st.m3/m2/hr, heating rate of 40°C/hr. The start 

of the pressurization, air injection, temperature rise, and other process events are given in  

Table 3.9. 

Table 3.9 Schedule of RTO experiment for carbonate oil field 

Time Stage of the experiment 

0 Start of the air injection with a rate 15.34 st.l/h   

0.15 Start of the temperature rise with a speed of 40°С/h. 

7.44 Switch to trap 2 (325°С) 

11.01 Switch to trap 3 (450°С) 

20.44 
End of air injection; Start of He injection with a rate 15.34 st.l/h; 

Switch to trap 4 

29.34 Start of He injection; the start of the pressure drop  

31.23 End of the pressure drop 

The working pressure in the CT reactor was 12 MPa (Section 3.2); the initial temperature 

was 27 oC. The start of the pressurization, air injection, temperature rise, and other 

process events are given in Table 3.10. 
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Table 3.10 Schedule of CT experiment for carbonate oil field 

Time, h Event 

0  Start of the pressure rise in the system  

3.48  Start of the He injection 

3.77  Start of the first zones heating 

5.18 Start of the air injection with a rate 314 st.l/h 

5.36 Beginning of the combustion in Zone 1 

13.58 
Combustion front propagation in Zone 10, switch to He 

injection  

18.48 End of He injection, the start of the pressure drop  

23.98 End of the pressure drop, end of the experiment 

3.2.1 High pressure ramped temperature oxidation experimental results for 

carbonate oil field 

The temperature profiles recorded by axial thermocouples located on the corresponding 7 

zones of RTO setup (Figure 2.2) are shown in Figure 3.9. The NTGR is visible in the range 

from 290°C to 350°C. As the figure shows, there is a distinct LTR (160°C – 290°C), in 

which LTO reactions dominate, and a HTR (350°C – 400°C), in which HTO reactions 

dominate (sharp temperature profiles). The start of the exothermic oxidation reaction in the 

first zone of the reactor begins at 160°C. It should be noted that the thermocouple in section 

6 at high heating rates (exothermic reaction) showed an incorrect value (the height of the 

peak should have been higher), which was demonstrated by testing it after the experiment.  
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Figure 3.9 Zoomed in temperature profiles by zones in RTO test for carbonate oil field 

 

The exothermic wave in the LTR is registered for the first five zones of the reactor. The 

magnitude of the first temperature peak for Zone 1 (or for Zone 2-5) is compatible with the 

magnitude of the first temperature peak for Zone 7 (in the HTR). Thus, the oxygen 

consumption in these five zones in the LTR is not as slow as was observed for bitumen 

(Figure 3.1). It could be concluded that along with oxygen addition reactions, bond-scission 

reactions proceed in the LTR. In Figure 3.10, it could be seen that temperature profiles for 

the first five zones have two exothermic peaks. In this case, the second temperature peak 

located in the HTR is poorly resolved but still exists, which means that two different 

exothermic fronts traverse the core pack in the reactor during the experiment. In addition, 

the endothermic front is detected during the experiment, which results in temperature 

uptakes in Figure 3.9. This process is attributed to the water and hydrocarbons vaporization 

during HPAI. 
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Figure 3.10 Zoomed in temperature profiles for Zone 1 (above) and Zone 4 (below) in RTO test for 

carbonate oil field 

 

The molar concentrations of oxygen, nitrogen, helium, carbon monoxide, and carbon 

dioxide are presented in Figure 3.11. The start of hydrocarbon gas generation begins at 

about 300°C due to oil cracking, followed by HTO, and displayed sharp temperature peaks, 

which may indicate the burning of the formed hydrocarbon gases. The proportion of 

methane in the exhaust gases is higher than all other hydrocarbon gases. An increase in the 

nitrogen concentration at the production end of the reactor occurs after the start of 

exothermic reactions. This indicates the occurrence of LTO reactions where the air is not 
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completely consumed, and the generation of combustion gases does not compensate for 

this consumption. According to the nitrogen concentration curve, the low-temperature and 

high-temperature oxidation reactions proceed simultaneously along the length of the 

reactor from the beginning to the end of the oxidation. The decrease in the nitrogen 

concentration at the outlet corresponds to the start of the HTO, which indicates a reduction 

in the proportion of LTO reactions or, in other words, oxygen-addition reactions.  

 

Figure 3.11 Temperature profiles by zones and mole concentrations of oxygen, nitrogen, helium, 

carbon monoxide and carbon dioxide (above) and mole concentrations of ethylene, methane, 

propylene, ethane, hydrogen, propane, n-pentane, n-butane, i-butane (below) for carbonate oil field 
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3.2.2 Medium pressure combustion tube experimental results for carbonate oil 

field 

The temperature values for centerline thermocouples (left) and thermocouples located on 

the core holder wall (right) for 12 zones (Figure 2.7) are shown in Figure 3.12. The 

maximum temperatures achieved as a result of combustion reactions for each of the zones 

are presented in Figure 3.13 (above). The maximum temperature of Zone 1 was 526°C. 

The first 2-4 zones are usually transition zones. By the time the air supply stopped, the 

combustion front did not reach the 11th and 12th zones. In Zones 11 and 12, the temperatures 

were 435°C and 278°C, respectively, which indicates that residual combustion occurred in 

these zones. There was still oxygen remaining in the model after air was pumped (Figure 

3.13 (below)). When helium injection began, the heaters were not turned off. This allowed 

the combustion process to continue due to the use of air, which remained in the model. 

According to Figure 3.12, the temperatures of the 8th and 9th zones reached a maximum 

of around 450°C, and the temperature of zone 12 began to rise. With the pressure that was 

created in the experiment, the amount of oxygen (air) remaining in the system at the time 

of the transition to helium injection was sufficient for residual combustion to occur in the 

later zones. This process is visible in Figure 3.12 in the period between 8 and 15 hours 

from the start of air injection. 

After the temperature in the center of the zone reached its maximum, the heater of this zone 

was set to adiabatic control mode, maintaining the temperature on the core holder wall 20 

° C lower than the readings of the axial thermocouple. This is the reason for the change in 

the slope of the temperature profile during the cooling zone. 
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Figure 3.12 Temperature profiles on the centerline (above) and wall-mounted (below) thermocouples 

by zones for carbonate oil field 

The velocities for the combustion front were calculated based on the rate of achievement 

in the zones of the bulk model with a temperature of 350°C (a horizontal dotted line in 

Figure 3.13 (above)). Figure 3.13 (below) shows the progress through the combustion tube 

of the high-temperature combustion front (at a temperature of 350°C). The front velocity 

was calculated from these data. The combustion front velocity with a temperature of 350°C 

through Zones 3-10 was 18.1 cm / h. The first two zones were not taken into account since 
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the front velocity had not yet stabilized, and there was a delay in the propagation of the 

front from Zone 1 to Zone 2 due to the so-called “Plugs” of mobilized oil.  

 

Figure 3.13 Combustion front propagation (above) gas mole concentrations (below) for carbonate oil 

field 

Figure 3.13 (below) shows the molar concentration of oxygen, nitrogen, helium, carbon 

monoxide, and carbon dioxide. An increase in the yield of propane, n-butane and other 

hydrocarbon gases occurs at the time of initiation of combustion which corresponds to the 

zone of low-temperature oxidation. Another explanation of this effect is that at the initial 

stage of the combustion front, it does not capture the entire zone, but only some part of it. 

Accordingly, hydrocarbon gases are removed from these uncovered parts of the zone by 

the high-temperature oxidation process. The increase in nitrogen concentration at the 

reactor output occurs after the start of the combustion process. According to the 

composition change in Figure 3.13 (above) in the interval from 2.5 to 8 hours, the 
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stabilization of the component composition of gases leaving the MPCT is observed, which 

corresponds to the steady-state combustion mode. 

3.2.3 Fluid and kinetic model for carbonate oil field 

There have been several reaction combustion schemes published in the literature (Belgrave 

et al., 1993; Sarathi et al., 1999; Barzin et al., 2010; Yang et al., 2016). All of these schemes 

are similar in terms of reaction types in that they have low-temperature oxidation, thermal 

cracking, and high-temperature oxidation contributions. However, the schemes differ due 

to their definitions of pseudo-components. In this research, the following reaction scheme 

by (Belgrave et al., 1993) is chosen. The initial kinetic parameters are taken from Belgrave 

et al., 1993. 

Table 3.11 Traditional reaction scheme  

Traditional reaction scheme 

Thermal Cracking: 

1) 1.0 Asp = CH4 + 1.2631343 Maltenes + 8.686364 CO2 + 4.496471 H2S + 17.474796 

Coke 

Low temperature oxidation:  

2) 1.0 Maltenes + 2.26125 O2 = 0.311685 Asphaltenes,  

first order with respect to hydrocarbon mass fraction, 0.4246 orders with respect to 

oxygen partial pressure 

3) 1.0 Asphaltenes + 7.5075 O2 = 106.59626 Coke,  

first order with respect to hydrocarbon mass fraction, 4.7627 orders with respect to 

oxygen partial pressure 

High-temperature oxidation: 

4) 1.0 Coke + 1.1245 O2 =1.0 CO2 + 0.249 H2O,  

first order with respect to both reactants, where the H/C ratio - 0.498 
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Based on this reaction scheme, target oil was characterized by using three pseudo 

components: maltenes, asphaltenes, and coke. The description of the fluid model includes 

PVT properties of components in a mixture, k-value correlations, summarized in Table 

3.12 and Table 3.13. 

Table 3.12 Data for Model Components for carbonate oil sample 

 

 

 

 

 

 

 

 

 

 

 

 
Table 3.13 Gas-liquid k-value correlations for carbonate oil pseudo-components 

 

 

 

 

 

 

Table 3.14 lists the initial physical model conditions at the time when enriched oxygen 

injection started. These parameters are calculated based on the mass balance data and molar 

mass of oil and its fractions. 

Component Molar Mass, 

g/mol 

Tcrit, °С P crit, kPa 

CH4 16 -82.55 4600.15 

Maltenes 268 714.44 709.64 

Asphaltenes 1092 1399.23 162.48 

O2 32 -118.55 5045.99 

N2 28 -146.95 3394.39 

CO2 44 31.05 7376.46 

Water 18 374 22100 

Coke 12.498 - - 

Component KV1 KV4 KV5 

CH4 5.45*105 -879.84 -265.99 

Maltenes 1.32*108 -8600.00 -273.15 

Asphaltenes 0 -11987.70 -273.15 

CO2 8.62*108 -3103.39 -247.09 
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Table 3.14 Conditions to initialize  RTO numerical model for carbonate oil field sample 

 

 

 

 

 

 

 

 

In order to verify the model, the preliminary simulations of the RTO test were provided 

using the thermal simulator CMG STARS. The results, which were able to be obtained by 

varying initially suggested kinetic parameters in the traditional reaction model (Table 

3.11), are presented in Figure 3.14. The model captures the temperature of oxidation 

process initiation, the temperature region of the oxidation, and endothermic behavior, but 

it does not repeat the NTGR and other features of the exothermic behavior observed. The 

model prepared can be used to simulate the HPAI process in the target oil field, and looking 

ahead, shows satisfying correspondence with experimental results obtained during the 

combustion performance test (see Section 3.2.5). In this work, additional investigations 

were provided to improve the predictive power of the model. For these purposes, the 

pressurized differential scanning calorimetry (PDSC) test was conducted for the original 

oil and its fractions under 10 MPa and different heating rates (5°С/min, 10°С/min, 

15°С/min).  

 

Property Value 

Oil saturation 0.739 

Water saturation 0.111 

Gas saturation 0.150 

Mole fraction of 

Mаltenes 

0.995 

Mole fraction of 

Asphaltenes 

0.005 
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Figure 3.14 Zoomed in simulated temperature profiles for the traditional reaction model for 

carbonate oil field 

 

The results of PDSC tests are presented in Figure 3.15 - Figure 3.16. The shape of the 

registered heat flow for the original oil sample (Figure 3.15) in the LTR repeats the form 

of the exothermic peaks in LTR detected during the HPRTO experiment (Figure 3.9), along 

with the location of NTGR and HTR. In order to identify the impact of each pseudo 

component (Maltenes and Asphaltenes) considered in the oxidation processes, the PDSC 

test was provided for maltenes and asphaltenes fractions produced from the original oil 

sample (Figure 3.17, Figure 3.16). It could be concluded that the reason for the first 

exothermic wave in the HPRTO experiment is mostly the oxidation of a maltenes fraction, 

including not only oxygen-addition but also a bond-scission process. Thus, the bond-

scission reaction of a maltenes fraction in the original oil should be taken into account in 

the model.  
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Figure 3.15 Temperature dependence of heat flow for original oil sample as a result of PDSC test 

(black - 5°С/min, blue – 10°С/min, red – 15°С/min) 

 

 
Figure 3.16 Temperature dependence of heat flow for maltenes fraction of original oil as a result of 

PDSC test (black - 5°С/min, blue – 10°С/min, red – 15°С/min) 
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Figure 3.17 Temperature dependence of heat flow for asphaltenes fraction of original oil as a result 

of PDSC test (black - 5°С/min, blue – 10°С/min, red – 15°С/min) 

 

Based on the PDSC results, the oxidation kinetic parameters for the original oil, maltenes, 

and asphaltenes fraction are calculated using the Kissinger method (Kissinger, 1957; 

Taylor and Fryer, 1992) and presented in Table 3.15, where LTO is the low-temperature 

oxidation; HTO is the high-temperature oxidation; H is the heat of the reaction; Ea is the 

activation energy; A is the frequency factor. 

Table 3.15 Kinetic parameters estimated as a result of PDSC test for carbonate oil field 

Sample Original oil Asphaltenes Maltenes 

Н, J/g 
LTO 5,158.96 3,199.76 7,577.82 
HTO 6,812.07 14,717.29 4,802.17 

Еа, J/mole 
LTO 15,881.03 111,878.11 112,851.41 
HTO 70,613.27 35,466.78 213,518.68 

А, 1/s 
LTO 6.63E-04 8.49E+06 2.47E+06 
HTO 3.25E+00 6.83E-03 2.03E+11 

 

In addition, the element analysis of the original oil fractions and the fractions produced in 

the temperature range corresponding to LTR (collected in trap one during HPRTO 

experiment) was conducted. The results are summarized in Table 3.16 and demonstrate the 

significant differences in the amount of carbon and hydrogen in the initial maltenes fraction 

and asphaltenes produced. It could be concluded that asphaltenes with an observed content 

of C and H cannot be generated by the polymerization reaction of maltenes in the LTR. 
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The production of carbon dioxide and water as a result of a bond-scission reaction could 

be added to solve the problem of element content discrepancy. Thus, the traditional reaction 

scheme (Table 3.11) was modified by the addition of the bond-scission reaction of 

Maltenes pseudo component in the LTR where the stoichiometry was calculated based on 

the CHNS analysis of original maltenes and asphaltenes fractions (Table 3.16) produced to 

keep the equality in element masses. The initial kinetic parameters for this reaction are in 

correspondence to the parameters calculated based on the PDSC test for maltenes fraction. 

The modified reaction scheme is presented in Table 3.17. 

 

Table 3.16 Element composition of original oil and that produced in LTR, and original maltenes and 

asphaltenes and that produced in LTR for carbonate oil field  

Sample 
N  C  H  S  

% % % % 

Original oil 0,270 81,647 11,426 3,353 

Oil from trap1 0,222 81,252 11,828 2,858 

Maltenes from original oil  0,202 84,636 11,854 3,362 

Maltenes from trap 1 0,145 84,076 12,035 2,945 

Asphaltenes from original oil 1,766 82,673 7,667 6,211 

Asphaltenes from trap1  1,588 80,116 7,778 5,881 

 

Table 3.17 Modified reaction scheme for carbonate oil field 

Modified reaction scheme 

Thermal Cracking: 

1 Asphaltenes + 20.785 O2   70 Coke + 10 CO2 + 24.57 H2O,  

first order 

Oxygen-addition and bond-scission reactions in LTR:  

2) Maltenes + 7.1 O2  0.2 Asphaltenes + 4 CO2 + 5.6 H2O,  

first order with respect to hydrocarbon mass fraction, 3 order with respect to oxygen 

partial pressure 

3) 1.0 Asphaltenes + 7.5075 O2 = 106.59626 Coke,  
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first order with respect to hydrocarbon mass fraction, 4.7627 order with respect to 

oxygen partial pressure 

High-temperature oxidation: 

4) 1.0 Coke + 1.1245 O2 =1.0 CO2 + 0.249 H2O,  

first order with respect to both reactants, where the H/C ratio - 0.498 

The incorporation of the modified reaction scheme (Table 3.17) in the before developed 

hydrodynamic model gives the preliminary results shown in Figure 3.18. 

 

Figure 3.18 Zooed m in simulated temperature profiles for modified reaction model for carbonate oil 

field 
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3.2.4 HPRTO: history matching 

The frequency factor, activation energies, and heat of reactions were manually adjusted for 

the case of traditional (Table 3.11) and modified (Table 3.17) reaction models using the 

history matching procedure. The history-matched Arrhenius kinetic parameters for 

traditional and modified reaction schemes are summarized in Table 3.18. It is the initial 

guess of kinetic parameters for the previously chosen chemical reaction model, which 

should be used in the MPCT simulation. The results of the history matching procedure are 

presented in Figure 3.19 and Figure 3.21. The cumulative masses of produced oil, water, 

and gas and the temperature of oxidation initiation were specified as an objective function 

for error minimization. 

Table 3.18 Adjusted kinetic parameters as a result of history matching of RTO experiment for 

carbonate oil field 

Traditional reaction scheme 

Reaction A, 109 Ea, kJ/mol Hr, kJ/mol 

1 2,760 hr-1 181.041 0 

2 0.4 hr-1 kPa-0.4246  86.73 5.874*102 

3 9.01 hr-1 kPa-4.7627 185.6 3.14*103 

4 7.00 hr-1 kPa-1 34.763 4.71*102 

Modified reaction scheme 

1 2.76*1014 hr-1 181.041 0 

2 5.05*102 hr-1 kPa-0.4246 112.000 9.27*103 

3 1.12*106 hr-1 kPa-4.7627 185.600 3.14*103 

4 2.79*100 hr-1 kPa-1 34.763 5.71*102 
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Figure 3.19  Numerical simulation and experimental results for RTO test for carbonate oil sample: 

temperature profiles by zones and molar concentration of nitrogen, carbon dioxide, and oxygen 

(traditional reaction scheme) 

The experimental and simulated results based on the model with the traditional reaction 

scheme incorporated are presented in Figure 3.19. The numerical calculations were 

conducted with the adjusted kinetic parameters (Table 3.18). A comparison of the history-

matched cumulative oil, water, and gas cumulative production masses and experimental 

data are plotted in Figure 3.20 and show satisfactory agreement between experimental data 

and simulation results. While satisfactory matches of both the whole temperature region 

and location of the first temperature peak are achieved, the calculated temperature profiles 

have different shapes in the low 350°С temperature region, and the NTGR cannot be 

resolved. This discrepancy could be explained by the possible inconsistency of the 

chemical reaction model and the specific PVT and oxidation behavior of target oil. This 

also could be a consequence of specific undefined phase transitions of oil fractions during 
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the oxidation processes and requires additional study. Table 3.19  presents the values of 

cumulative oil, water, and CO2 obtained during the experiment and simulation for the case 

of traditional and modified reaction models. The error in integral values of the combustion 

gases produced and oxygen consumption is more than 30% in the case of the traditional 

reaction scheme. It should be noted that the simulated heat release in the LTR is a result of 

Coke combustion and artificially high values of frequency factors (adjusted during the 

history matching procedure), which does not have an apparent experimental basis. This 

results in the fact that oxygen-addition reactions in the form presented in the traditional 

reaction model cannot produce experimentally observed heat release. 

 

Figure 3.20 Comparison of results for experiment and simulation for RTO test for carbonate oil 

example: a) cumulative oil mass; b) cumulative gas mass; c) cumulative water mass (traditional 

reaction scheme) 
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Table 3.19 Mass of products for experiment and simulation of RTO experiment for carbonate oil 

field 

 Experiment Traditional reaction scheme 

(Belgrave et al 1993) 

Modified reaction 

scheme 

Mass of obtained oil, g  26.40 28.61 28.60 

Mass of CO2, g 21.23 30.98 21.98 

Mass of obtained water, g 8.02 9.58 9.57 

 

 

Figure 3.21 Numerical simulation and experimental results for RTO experiments for bitumen: 

temperature profiles by zones and molar concentration of nitrogen, carbon dioxide, and oxygen 

(modified reaction scheme) 

The same simulation of the HPRTO experiment was provided based on the numerical 

model in which the modified reaction scheme was incorporated. The adjusted kinetic 

parameters as a result of the history matching procedure are summarized in Table 3.18. 
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The temperature profiles of the HPRTO experiment achieved from the history-matched 

simulation at seven different zones of the experimental setup and molar fraction of gases 

are presented in Figure 3.21. The model represents the existence of experimentally 

observed NTGR (290°C - 350°C), the location of the first temperature peak. In this case, 

during numerical simulation of the HPRTO test, the exothermic (Figure 3.22 (a)) and 

endothermic (Figure 3.22 (b)) fronts traversing the core pack are reproduced and 

satisfactory match the fronts observed experimentally. Figure 3.22 (a) shows the 

comparison of temperature profiles associated with Zone 4 of the reactor for numerical 

simulation and experiment. The heat release peaks in the LTR and HTR are captured. A 

comparison of the history-matched cumulative oil, water, and carbon dioxide cumulative 

production masses and experimentally measured corresponding values are plotted in Figure 

3.23 and Figure 3.24 and summarized in Table 3.19. The maximum discrepancy in 

simulated and experimental cumulative masses of produced fluids and gasses does not 

exceed 1%. In this case, the adjusted frequency factor used in Coke combustion reaction is 

relatively low, which corresponds to the experimental observations of Coke combustion 

rate. While excellent matches of cumulative masses of produced gases are reached, the 

real-time detected mole fraction of oxygen, carbon dioxide, and nitrogen during numerical 

simulation of HPRTO does not ideally align with the experimental curves (see Figure 3.21). 

In addition, the simulated exothermic behavior does not fully align with the experimental 

result in the transition zones between different temperature regions. The reason could be 

the same as discussed above, and further investigation of the basic oxidation reaction model 

and phase behavior description for multicomponent hydrocarbon systems is required. 
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Figure 3.22 Comparison of numerical and experimental results for RTO test for carbonate oil field: 

temperature profiles for Zones 4 (above) and 7(below) of the reactor (modified reaction scheme) 
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Figure 3.23 Comparison of results for experiment and simulation of RTO test for carbonate oil 

example: cumulative oil mass and cumulative water mass (modified reaction scheme) 
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Figure 3.24 Comparison of results for experiment and simulation of RTO test for carbonate oil 

example: cumulative gas mass (modified reaction scheme) 

3.2.5 MPCT: history matching 

The numerical modeling of MPCT experiment and optimization process was carried out in 

the thermal hydrodynamic simulator CMG STARS. A hydrodynamic model exactly 

repeats the one used in HPRTO numerical simulation. The model of chemical reactions 

and kinetics is also taken from the HPRTO model for the initial run. The history matching 

was carried out by varying the kinetic parameter (in particular, the pre-exponential factor 

in the first reaction), and the operation regimes of the heaters.  Heat losses and thermal 

properties of specific layers were adjusted during this process to achieve the best match. 

Relative permeability curves have a significant impact on the results of the combustion 

tube simulation and are the essence of the adaptation of the model according to the results 
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of the experiment. The adapted relative permeability curves obtained during history 

matching are allowed to match the cumulative production of water and oil (Table 3.20). 

As a result, a good match of the temperature peaks obtained in the experiment and the 

numerical model was achieved as well as the cumulative production of water and oil, and 

the inconsistency of gas yield was minimized. Below are the results of the adaptation of 

the numerical models in which the classical and modified reaction schemes were 

incorporated with respect to the experimental data (Figure 3.25-Figure 3.26 and Figure 

3.27-Figure 3.28, respectively). Figure 3.25 shows a comparison of temperature fronts in 

each zone, and Figure 3.26 demonstrates the gas mole concentrations (in case of the 

classical reaction scheme is incorporated in the numerical model) in the experiment and 

simulation. Figure 3.27 and Figure 3.28 represents the same results but for the case of the 

modified reaction model used while the rest of the hydrodynamic model is the same as in 

the previous case.  

 

Figure 3.25 Comparison of the MPCT test results for experiment and simulation: temperature 

profiles for carbonate oil field (traditional reaction scheme) 
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Figure 3.26 Comparison of the MPCT test results for experiment and simulation: gas mole 

concentrations for carbonate oil field (traditional reaction scheme) 

 

 
Figure 3.27 Comparison of the results for experiment and simulation: temperature profiles for 

carbonate oil field (modified reaction scheme) 
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Figure 3.28 Comparison of the MPCT test results for experiment and simulation: gas mole 

concentrations for carbonate oil field (modified reaction scheme) 

In both cases, the first five zones demonstrate good agreement between the experimental 

curves and temperature profiles obtained in the simulation. The shape of 6–9 zones for 

modeling differs from the experimental curves, but the beginning of the combustion front 

coincides. This may be due to the combustion front "slip" and delay of the burning process. 

In Zone 7 and 8, a similar process is observed, in which a sharp drop in temperature turns 

into a smoother curve. In zones 10 and 11, it was possible to repeat the shape of the curves 

and the peak temperature in zone 11. In Zone 12, the curve obtained by numerical 

simulation lags behind the experimental values, indicating a higher heat loss in the model. 

But, it should be mentioned that the numerical model in which the modified reaction 

scheme is incorporated captures the shape of temperature profiles in the zones after the 

fifth one better. It is demonstrated in Figure 3.29, where the temperature profiles 

corresponding to Zone 6 of the CT were presented with respect to the experimentally 

detected one. This is a consequence of the fact the numerical model of HPRTO experiment 

with the modified reaction scheme showed a better agreement of exothermic behavior with 

the experiment than the model with the traditional reaction scheme used (see Section 3.2.4).  
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Figure 3.29 Temperature profile for Zone 6 in MPCT test for carbonate oil field: in case of the 

traditional (above) and modified (below) reaction schemes 
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Below is the material balance of oil and water for the experiment and numerical simulation. 

In Table 3.20 the absolute values of the produced oil, water and gases obtained in the case 

of modeling and experiment are presented.  

Table 3.20 Mass of the products for the experiment and simulation for MPCT test for carbonate oil 

field 

  Experiment 

Traditional reaction scheme 
(Belgrave et al 1993) Modified reaction scheme 

Absolute value 

Normalized 

difference, % Absolute value 

Normalized 

difference, % 

Mass of obtained 

oil, g  2564.26 2485.64 3.06 2485.64 3.06 

Oil burned, g 220 224.62 2.1 219.6 0.186 

Mass of CO2, g 544.59 820 50.57 622 14.21 

Mass of  

consumed O2, g 114.4 130.7 14.25 114.0 0.35 

Mass of obtained 

water, g 2220.9 2250.9 1.35 2247.1 1.18 

Air injected, g 799.81 794.5 0.66 799.81 0 

Air consumed, g 688.8 681.5 1.06 686.1 0.39 

Coke, g 3.3 0 >100 10.5 >100 

 

Figure 3.30 (above) shows the dynamics of oil yield and the comparison of cumulative oil 

production for the experiment and numerical simulation. Figure 3.30 (below) shows the 

dynamics of water production and a comparison of the accumulated water production for 

the experiment and numerical simulation for the case of the traditional reaction model. The 

same experimental and numerical results agreement is observed for the case of the modified 

reaction model (Figure 3.31).  

There are few issues that should be addressed, such as propagation of the combustion front 

and the mechanisms of the oil recovery (Fadaei et al., 2011). Both resulting models give a 

good agreement of the temperature profiles in all zones, an excellent agreement with the 

experimental values of the accumulated water and oil, which is mostly a consequence of 

well-adjusted relative permeability curves and thermal properties of the layers. There is a 

discrepancy in the mole concentrations of O2 and CO2, and in the total oxygen. This 

discrepancy significantly reduces the numerical model in which the modified reaction 

scheme is implemented. These differences in results repeat the results of HPRTO test 
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numerical modeling. Nevertheless, the necessity of further investigation of the phase 

transition behavior of target oil and basic chemical reaction model is required. However, 

these models repeat general features of the MPCT experiment (temperature peaks, front 

velocity, cumulative oil, and water), which are the most important characteristics of the oil 

recovery process by high-pressure air injection and could be tested in the full-field model. 
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Figure 3.30 Cumulative oil (above) and water (below) production for experiment and simulation as a 

result of MPCT experiment for carbonate oil field (traditional reaction scheme) 
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Figure 3.31 Cumulative oil and water production for experiment and simulation as a result of MPCT 

experiment for carbonate oil field (modified reaction scheme) 
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3.3 Insights on construction of HPAI reaction kinetic model for organic-

rich source rock 

The purpose of this study was to develop a complex approach, including experimental 

studies and numerical simulation for the investigation of oxidation processes induced by 

HPAI in oil shales. Application of this approach implies the following steps: estimation of 

HPAI method feasibility for oil shales based on the results of oxidation studies; revealing 

main oxidation processes based on the experimental results and computer modeling; choice 

of pseudo components, reflecting oxidation properties and phase behavior of oil and 

kerogen; developing of a minimal set of relevant chemical reactions; validation of kinetic 

model. 

In this study, a set of experiments was conducted prior to the combustion tube test described 

in the article Bondarenko et. al., 2017c and Khakimova et al., 2017.  Information obtained 

was also needed for setting a combustion tube ignition zone heater to a sufficient 

temperature to ignite the oil readily after the start of air injection. The temperature should 

be not high enough due to the economic and technological constraints in the field and not 

to be too low to cause low-temperature oxidation reactions. Three sets of oxidation study 

tests were carried out, namely: pressurized differential scanning calorimetry (PDSC), 

accelerating rate calorimetry (ARC), and ramped-temperature oxidation (RTO) 

experiments. All of the tests were done using rock samples of BF that contains immature 

kerogen (Type I). PDSC and ARC tests were performed on the mixture of oil and core (1:9 

wt:wt ) to mimic conditions that were simulated in the combustion tube test. Using PDSC, 

temperature ranges where heat generation rates are significant were established, and 

activation energies corresponding to the different heat generation steps were calculated. 

During the ARC test, “heat-wait-search-adiabatically follow runaway” method was 

implemented, and temperature corresponding to maximum self-heating rate was 

determined. RTO experiment was performed on native rock sample without additional oil 

saturation to establish absorbed oil and kerogen reactivity with air in the porous medium 

and to determine the ignition temperature in porous media conditions. As a result, 

temperature ranges over which oxygen uptake rates are high were established, and 
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Arrhenius parameters for low and high temperature ranges were determined. It was 

revealed that dominant oxidation mode corresponds to the low temperature range, which 

indicated that oil and kerogen can be ignited spontaneously under reservoir temperature. 

In addition, experiment highlighted negative temperature gradient region and the auto-

ignition temperature corresponding to the onset of elevated oxygen uptake rates was 

estimated. 

3.3.1 Ramped temperature oxidation experimental results  

The dependence of the rate of oxygen consumption by the sample from the temperature of 

the sample for all the heating rates is shown in Figure 3.32. The obtained shape of the 

curves allows us to describe the process within the framework of the classical model of 

hydrocarbon oxidation, including the processes at the low-temperature region (LTR) and 

high-temperature region (HTR). In addition, the third peak appears in the temperature 

range 550-650 oC, similar to DSC curves. However, due to very low intensity, it was not 

possible to analyze this peak quantitatively. The change in the composition of the gas 

mixture at a heating rate of 1.50°C/min is shown in Figure 3.33. 

 

Figure 3.32 Dependence of oxygen consumption rate on temperature at different heating 

rates (1.50, 1.75, 2.00 and 2.25°C/min) for oil shales 
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Figure 3.33 Change in the composition of the gas mixture when the sample is heated 

(1.50°C/min) for oil shales 

Data on temperature intervals of oxidation reactions are given in  

Table 3.21.  

Table 3.21 Temperature parameters of LTR and HTR for oil shales 

Heating 

Rate, K/min 

LTR HTR 

Temperature interval, °С 
Peak temperature, 

°С 
Temperature interval, °С 

Peak temperature, 

°С 

1.50 225-289 255.6 322-423 377.1 

1.75 224-311 276.8 318-446 387.0 

2.00 224-332 293.3 325-455 395.3 

2.25 234-356 308.9 331-478 410.1 

Calculation of kinetic parameters was carried out by three methods: ASTM E 698-11 (I), 

ASTM E 698-11 (II) and Ozawa-Flynn-Wall method.  

Graphical representation of the dependence of the activation energy on the degree of 

conversion is presented in Figure 3.34. From the data obtained conclusion about high 

efficiency of air injection method can be drawn according to screening procedures 

described in work of Cinar et al. (2011).  
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Figure 3.34 Dependence of the activation energy E on the degree of conversion α for oil 

shales 

The kinetic parameters of the oxidation process are listed in Table 3.22. 

Table 3.22 Kinetic parameter at LTR and HTR for oil shales 

Heating rate, K/min 
LTR HTR 

Ea, kJ/mol A Ea, kJ/mol A 

ASTM E 698 (I) 10.3±0.5 6.94*10-2 34.5±5.3 8.87 

ASTM E 698 (II) 13.9±0.4 
20.19*10

-2 
34.2±4.0 8.58 

Ozawa-Flynn-Wall 21.7±1.5 1.78*10-4 39.0±2.8 
3.82*10

-3 

To calculate the organic matter content, the total amount of carbon oxides and absorbed 

oxygen was used. Amount of carbon and hydrogen that was combined with oxygen were 

estimated. The initial content of organic matter in the obtained samples was 4.5%.  

3.3.2 Pressurized Differential Scanning Calorimetry experimental results 

From DSC results, we can see three exothermic peaks, which is different from 

typical DSC curves for crude oils oxidation (Figure 3.35). The reason for this behavior is 

the oxidation processes of kerogen. Comparing with two peaks corresponding to crude oil 

oxidation (Yuan et al., 2018), we observed three peaks in DSC curve of oil shales that could 
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correspond to oxidation of different components. In the numerical part, we will discuss it 

in more detail.  

 

Figure 3.35 DSC oxidation curves for oil shales, pressure 8 MPa.  Upper right corner 

curve represents heating rate 1 K/min 

Pre-smoothed using the NETZSCH Proteus 6.0 tool, DSC curves were separated into 

individual peaks using the NETZSCH Peak Separation 3 program (Figure 3.36). 

 

Figure 3.36 Example of DSC curve separation into three individual peaks for oil shales, 

heating rate 10 K/min 

In Table 3.23 results of PDSC individual peaks analysis, namely onset temperature of the 

processes, Ton, i, maximum temperature of the peaks, Tpeak, i , individual peaks thermal 
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effects, ΔHi , and thermal effects of reaction in general, ΔH, sample mass losses, Δm, with 

heating rates β and under pressure P are presented. 

Table 3.23 Results of PDSC individual peaks analysis for oil shales 

β, 

K/min 

 

Ton, 1, 

°С 
Tpeak, 1 

ΔH1**, 

J/g 

Ton, 2, 

°С 

Tpeak, 2, 

°С 

ΔH2**

, J/g 

Ton, 3, 

°С 

Tpeak, 3, 

°С 

ΔH3**, 

J/g 

ΔH**, 

J/g 
Δm, % 

P = 8 MPa 

1 143.8 217.6   335.2   -  3126 7.0 

5 179.6 246.1   373.6   518.5  2183 10.8 

10 200.4 259.2   387.6   521.3  2754 11.2 

15 204.5 265.7   395.1   524.2  2954 11.3 

20 223.0 268.2   402.1   526.6  2955 10.3 

1 150.0* 217.6* 1658* 256.2* 340.8* 1328* 469.5* - - 3126 7.0 

5 184.4* 245.4* 1214* 308.5* 372.9* 697* 469.5* 523.1* 117* 2183 10.8 

10 203.0* 262.3* 1568* 321.6* 386.1* 721* 447.3* 523.0* 189* 2754 11.2 

15 201.7* 267.8* 1710* 329.7* 395.4* 752* 442.2* 524.8* 229* 2954 11.3 

20 209.7* 273.4* 1630* 339.2* 402.9* 698* 449.7* 528.3* 229* 2955 10.3 

P = 14 MPa 

10 191.7 259.8   385.9   540.1  2519 11.7 

20 220.3 253.7   378.4   534.6  3649 11.3 

* ‒  Calculated for individual components of DSC curves. 

** thermal effect of the reaction is calculated based on the initial mass of the sample; the 

linear function was chosen as the baseline. 

The kinetic characteristics of individual oxidation processes were calculated by Friedman 

and Ozawa-Flynn-Wall methods for oxidation processes at a pressure of 8 MPa. The 

corresponding activation energies, Ea, and the logarithms of the pre-exponential factors, 

log A, are given in Table 3.24.  

Based on the results obtained, the ignition temperature for CT test was set on 250°С 

(Bondarenko et. al., 2017c). After setting this temperature, oil ignited readily, and 

combustion front propagated steadily. Kinetic parameters were used in building the 

chemical model, and temperature profiles were used in matching experimental and 

numerical data.  
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Table 3.24 Kinetic characteristics of the sample oxidation at a pressure of 8 MPa for oil shales 

Peak number 

Friedman* Ozawa-Flynn-Wall* 

EA / kJmol‒1 lg A EA / kJmol‒1 lg A 

1 77 ± 7 5.0 87 ± 9 6.1 

2 193 ± 9 12.9 171 ± 9 11.3 

3** 438 ± 66 27.2 383 ± 71 24.0 

* ‒  The values given correspond to a conversion of 0.5; 

** ‒  When processing data for the third peak, the heating rate of 5 K min-1 was not used. 

3.3.3 Construction and validation of numerical model 

As was stated before, one of the most significant and difficult steps in the numerical 

simulation of HPAI process in kerogen-bearing rocks is to develop a chemical reactions 

model including kinetics, which can represent the oxidation behavior and chemical changes 

both of the oil and kerogen.  In this work, numerical simulation consisted of multistage 

validation represented effects, which were observed during oxidation experiments. As a 

result, the hydrodynamic model including basic block of chemical reactions and primary 

kinetic model, were proposed. The process of consequent construction and multistage 

validation of hydrodynamic model included several main steps:  

1) selection of pseudo-components to represent Bazhenov oil from the phase and 

oxidation behavior;  

2) determination of minimal set of pseudo-components of kerogen and relevant 

chemical reactions, which is mostly based on the data obtained during RTO test; 

3) building a kinetic model for previously proposed chemical reactions by comparison 

with experimental results. 

The first step was to propose a minimal set of pseudo-components to represent Bazhenov 

oil from the phase and oxidation behavior experiments. The Bazhenov oil composition was 

taken from the work Bondarenko et al (2017c). One of the features of Bazhenov oil is high 

content of light fractions. Nevertheless, heavy fractions of oil were also presented but in 

small amount and had a significant impact on phase behavior in the system. Therefore, 
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heavy oil component should be also taken into account (Gutierrez et al., 2011). Another 

reason to use at least two pseudo-components to represent oil is that different oil fractions 

have different oxidation behavior, in other words for part of the fractions bond-scission 

reactions are dominant in LTR and for another part – in HTR, which is proved by numerous 

studies (Li et al., 2006; Gutierrez et al., 2011.). Experimental results of PDSC test described 

above were not an exception. 

To provide numerical simulations described in this work, the CMG STARS 

commercial simulator was used. It is worth mentioning that the approximation of 

composition-independent k-values is used to solve the problem of phase equilibrium. Such 

an approach does not sufficiently take into account the influence of oxidation processes on 

the phase equilibria. This contribution can be significant when studying the process of 

HPAI (Kristensen et al., 2008). However, the simplified approach was used in this work.  

An equation of state (EOS)-based CMG WinProp was used for phase behavior predictions. 

By lumping oil components from original oil composition in WinProp we ended up with 

pseudo-components, described in Table 3.25.  

Table 3.25 Pseudo-components of original oil for oil shales 

Pseudo-component LO HO 

Description Light Oil Heavy Oil 

Composition C5-C11 C12+ 

Molecular weight, g/mol 132 500 

Mole fraction 0.98 0.02 

In order to model oxidation reactions of light and heavy oils, we used slightly modified 

chemical reactions described in Smith et al (1973).  In this model, another pseudo-

component was used, namely IG, which consists of CO and CO2 in proportion 20/80.  

Bond-scission reaction for Light Oil in LTR: 

1LO + 11.7O2 → 399.6IG + 138.1 H20  

Bond-scission reaction for Heavy Oil in HTR: 

1HO + 44.4O2 → 34.3IG + 519.3 H20  

The thermal cracking reaction of heavy oil was not added to proposed block of 

chemical reactions, which is acceptable due to the small number of heavy fractions in initial 
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oil composition. In addition, oxygen-addition reactions, which occurs in early stages of air 

injection, are not included in the proposed block of chemical reactions. Nevertheless, 

oxygen-addition reactions should be taken into account, since their existence was shown 

in the results of high-pressure ramped temperature oxidation test (HPRTO), conducted 

previously, but it’s implementation in the model requires additional investigations. Further 

experimental work must be conducted to analyze in more details LTO reactions and 

develop correct procedure to take them into account in numerical simulation (Jia et al., 

2014) (Jia and Sheng, 2016). 

The next step was to modify the reactions proposed above by adding kerogen 

pseudo-components. A minimal set of kerogen components was determined based on the 

RTO test results. As described above, the RTO test was conducted on non-extracted 

kerogen-bearing rock without additional saturation with oil. Therefore, the results of this 

experiment are appropriate for making assumptions about kerogen representation in the 

model. For this purpose, the numerical simulation was carried out on the basis of multistage 

validation of consequently modified numerical model. Because of absence of temperature 

profiles data, oxygen consumption over temperature data was used to validate numerical 

model against experiment. The result of final stage validation is presented in Figure 3.37. 

 

 

Figure 3.37 Experimental and numerical oxygen consumption in RTO test 

for oil shales 
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First of all, we faced the problem of kerogen description from the phase behavior point of 

view and its contribution to drainage processes. The following approach, which could be 

implemented only with capability of CMG STARS commercial simulator, was done. In 

this case, kerogen in the model was represented as a complex of solid components that 

reflects its heterogeneous structure. Under this approach kerogen does not participate in 

drainage processes, but undergoes chemical transformations.  

Secondly, there was a problem of kerogen pseudo-components determination that should 

reflect its oxidation and pyrolysis mechanisms. In this work kerogen was represented as a 

complex of non-permeable components in solid phase, which consists of non-generative 

organic carbon (NGOC) part (KER_COKE) and part that can be thermal decomposed 

(Kerogen_solid1 and Kerogen_solid2) (Table 3.26). This minimal set of kerogen reflected 

chemical properties is in accordance with the literature. In work of Bogdanovich et al 

(2017), pyrograms of extracted and non-extracted samples of BF showed the delay in 

NGOC oxidation in non-extracted sample, which means that NGOC in kerogen, which is 

Kerogen_COKE burns after the GOC. In other words, we can make an assumption that 

third peak corresponds to Kerogen_COKE burning. Based on the data and observations 

obtained from the RTO experiment the following transformations of kerogen were 

determined and described in the model: oxidation of GOC part in LTR, which correspond 

to the 1st oxygen uptake, thermal decomposition of GOC part and oxidation of NGOC part 

in HTR, which correspond to the 3d oxygen uptake.  The 2d peak corresponds to the 

oxidation of synthetic oil, generated from kerogen during pyrolysis of Kerogen_solid2.  

Table 3.26 Pseudo-components of kerogen 

Pseudo-component Kerogen_COKE Kerogen_solid1 Kerogen_solid2 

Description 
Non-generative 

organic carbon 
Generative organic carbon 

Molecular weight, g/mol 13 1090 1090 

Mass fraction 0.05 0.45 0.4 

Kerogen_solid1 and Kerogen_solid2 reflect GOC part of kerogen and can be approximated 

by the asphaltene-like component, which oxidation and thermal decomposition behavior is 

described in literature (Belgrave et al., 1993; Barzin et al., 2010). In this work, the modified 
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LTO reaction and thermal cracking scheme proposed by Belgrave et al. (1993) for 

Athabasca bitumen were adapted (see Figure 3.38). It should be highlighted that 

composition of the synthetic oil that was generated by kerogen thermal decomposition was 

assumed the same as the original oil. In other words, the same pseudo-components 

representation was used. Distribution of light oil and heavy oil generated during the 

pyrolysis of kerogen (Kerogen_sold2) is shown in Figure 3.39, Figure 3.40. 

Kerogen_COKE, which represents NGOC part of kerogen, was approximated by a coke-

like component (Yang et al., 2009). Thus, two types of coke appear during the simulation, 

namely kerogen_COKE and COKE. The distribution of coke component generated as a 

result of chemical processes is represented in Figure 3.41.  

 

 

Figure 3.38 Solid concentration of kerogen 

components with respect to the temperature 

 

Figure 3.39 Global mole fraction of light oil 

component with respect to the temperature 
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Figure 3.40 Global mole fraction of heavy oil 

component with respect to the temperature 

 

Figure 3.41 Solid concentration of coke component 

with respect to the temperature 

As a result, we ended up with the following block of chemical reactions which 

approximates oxidation and pyrolysis of kerogen: 

Oxidation of generative organic part of Kerogen in LTR: 

Kerogen_solid1 + 7.5O2 -> 101.5COKE  

Pyrolysis of generative organic part of Kerogen:  

Kerogen_solid2 -> 83.8COKE  

Kerogen_solid2 -> 8.2LO  

Kerogen_solid2 -> 2.2HO  

Oxidation of non-generative organic part of Kerogen in HTR: 

1Kerogen_COKE+ 1.2O2 ->0.5H20 + 1IG  

Oxidation of Coke:  

1COKE + 1.2O2 ->0.5H20 + 1IG  

In total, eight reactions (in combination with oxidation of light oil and heavy oil) took 

place in the system during the numerical experiment. The distribution of all pseudo-

components is represented on Figure 3.42. 
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Figure 3.42 Solid concentration of kerogen components and coke component, global mole fraction of 

light and heavy oil components with respect to the temperature for oil shales 

Additionally, the determination of kinetic model for the proposed block of chemical 

reactions was based on the results of PDSC test. To model the experiment CMG STARS 

commercial simulator was used. To construct the numerical model of DSC experiment we 

mainly focused on the physical concepts of this device without detailed reproduction of its 

geometry, using a radial grid. Nevertheless, the used liner size is close to original one. 

Experimental material, as described above, was a mixture of non-extracted kerogen-

bearing rock and oil (1:9). Because of small amount of material and the absence of 

possibility to measure temperature at different parts of crucible, the experimental material 

was placed into one grid block (see Figure 3.43, Figure 3.44). Adjusted grid blocks except 

upper one to that grid block have no porosity and permeability in order to represent crucible 

walls. Other grid blocks represent free space around the crucible. Injector and producer are 

located in the upper layer of grids in order to simulate synthetic air (21% O2 and 79% N2) 
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circulation. Intensive air circulation in the upper layer provides air supply into the crucible 

to react with material. Evolved gases are produced from the producer. Heating was 

provided by placing a heater in center lower grid block to increase the temperature linearly 

with 10°С/min.   

 

Figure 3.43 PDSC simulation model schematic 

 

Result of final stage validation is presented on the Figure 3.45 and corresponding kinetic 

parameters for proposed block of chemical reactions are summarized in Table 3.27. 

 

Figure 3.45 Experimental and numerical results of PDSC test for oil shales 

 

  

Figure 3.44 Crucible representation in PDSC 

simulation model 
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Table 3.27 Kinetic data for oil shales 

Reaction A Ea (J/mol) Hr (J/mol) 

Bond-scission reaction for Light Oil in 

LTR  
8.1*107  7.7*104  3*106 

Bond-scission reaction for Heavy Oil 

in HTR 
5*10-14  1.8*104  3*107 

Oxidation of generative organic part of 

Kerogen in LTR  
8.1*104  5*104  4.3*105 

Pyrolysis of generative organic part of 

Kerogen  
9*1021  2.3*105 0 

Pyrolysis of generative organic part of 

Kerogen  
9*1021  2.3*105 0 

Pyrolysis of generative organic part of 

Kerogen  
9*1021  2.3*105 0 

Oxidation of non-generative organic 

part of Kerogen in HTR 

 1*1027 

 
 4.2*105  8.3*106 

Full description of consequent-parallel oxidation processes is demonstrated in Figure 3.46.  

The initial reactants consist of light oil (LO) and heavy oil (HO); kerogen pseudo-

components, non-generative organic part (Kerogen_COKE), and generative organic 

(Kerogen_solid1 and Kerogen_solid2). During the air injection, two chemical processes 

occur, namely oxidation and pyrolysis. In addition, oxidation mode depends on 

temperature interval and reactants nature. Low-temperature region (approximately 100-

300°C) starts from oxygen addition reactions and generative organic part of kerogen 

followed by bond-scission reactions of light oil (LO) and oxidation of generative part of 

kerogen (Kerogen_solid1). High-temperature region divided in two temperature regions 

(HTR1 and HTR2) in terms of reactions occurred. At the HTR1 heavy oil cracking occurs 

and generative organic part of kerogen (Kerogen_Solid2) at about 300°C started to undergo 

thermal decomposition with generation of light oil (LO), heavy oil (HO) and coke (COKE) 

components. These reactions overlapped with bond-scission reactions of original heavy oil 

(HO) and synthetic oil (LO and HO) that is continuously generated from kerogen pyrolysis. 

At the HTR2, that started from approximately 450-500°C, oxidation of non-organic part of 

kerogen (Kerogen_COKE) occurred. In addition, bond-scission reactions of coke (COKE), 
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generated during kerogen and synthetic oil pyrolysis, occurred as well. It should be 

mentioned that oxygen addition reactions and heavy oil cracking were not part of the final 

chemical reactions model used in the simulation.  It might be the reason of mismatch in 

temperature region of 250-300°C.  

 

Figure 3.46 Schematic model of oxidation and thermal decomposition processes during HPAI 

Data for model components, K-values correlations and relative permeability curves 

presented in Table 3.28 and  

Table 3.29, Figure 3.47 and Figure 3.48.  

Table 3.28 Data for model components for oil shales 

Component  Molar weight, g/mol 𝑻𝒄, ℃ 𝑷𝒄, 𝒌𝑷𝒂 

LO 132 319.8 2320.8 

HO 500 614.8 1480 

H2O 18 374 22100 

IG 40.8 -79 5171 

Ker_Coke 13.13 - - 

Ker_Solid1,2 1090 904 792 

O2 32 -119 5050 

Gas-Liquid K-Value Correlations are assumed to be independent of composition: 

𝐾 − 𝑉𝑎𝑙𝑢𝑒 =
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Table 3.29 Gas-Liquid K-Value Correlations for oil shales 

Component 𝑲𝒗𝟏 𝑲𝒗𝟒 𝑲𝒗𝟓 

LO 7.5*107 -4628 -137.41 

HO 1.9*107 -6560 -80.1 

H2O 1.2*107 -3820 -227 

IG 8.6*108 -3100 -272 

Ker_Coke 0 0 0 

Ker_Solid1,2 0 0 0 

 

 

Figure 3.47 Relative permeability to water and oil with respect to water saturation for oil shales 

 

Figure 3.48 Relative permeability to oil and gas with respect to liquid saturation for oil shales 
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3.4 Conclusions to Chapter 3 

 

In this chapter, we focused on a general methodology (Chapter 2) application for 

modeling both HPAI and ISC as a basis for thermal EOR methods evaluation using the 

abilities of the commercial thermal simulator CMG STARS. The methodology which can 

combine laboratory and numerical modeling of the HPAI process as a possible EOR 

technique for the carbonate oil field at reservoir conditions was developed and applied 

(Section 3.2). This approach helped to provide a proper kinetic model for one of the 

existing oil combustion reaction schemes and for a modified one, taking into account the 

bond-scission reaction of maltenes in the LTR, which could be used as a starting model in 

full-field simulations. Indeed, numerical simulations gave a satisfactory correlation with 

experimental results: oil recovery factor of 0.89, oxidation front velocity of 18.1 cm/h, and 

optimal airflow rate of 220 st.m3/m3 in the MPCT experiment. However, modeling the 

HPRTO experiment did not give as good of a correlation to experimental results for both 

of the reaction schemes considered. This was due to the fact that during the HPRTO 

experiment, displacement of oil and filtration effects are negligible in comparison to the 

oil phase transition and oxidative behavior. On the one hand, this makes it possible to 

significantly reduce the number of factors influencing the results of the experiment to 

kinetic parameters of the chosen chemical reaction model, PVT properties of the chosen 

oil pseudo-components, and thermal properties of the experimental tube layers, but on the 

other hand, it increases the importance of these factors, and its accounting requires further 

oxidation studies. 

During the research, it was shown that the RTO test had an inalienable role in the 

understanding of the oxidation behavior of the reported oil samples and fuel mechanism 

and construction of the appropriate reaction kinetic scheme, which plays a significant part 

in feasible HPAI and ISC numerical models. This was also demonstrated using the example 

of a bitumen reservoir (Section 3.1). The laboratory-scale numerical model of the RTO 

experiment was constructed and validated against laboratory measurements for oil sand 

bitumen. Numerical simulations showed a good agreement with experimental results such 
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as O2 uptake, CO2 generation, obtained amount of oil and water, peak temperatures, oil 

recovery factor of 0.33, oxidation front velocity of 6.79 cm/hr.  

Adaptation and history matching of the RTO experimental results for laboratory-

scale numerical modeling were allowed to obtain kinetic parameters for the adapted 

reaction scheme, describing the ISC process for bitumen, which could be used as a starting 

model in full-field simulations. In order to describe the chemical behavior of hydrocarbons 

during the ISC process, a modified traditional reaction scheme was used, which includes 

the polymerization of Malthenes and Asphaltenes in the LTR, thermal cracking, and coke 

combustion in the HTR. Modification results in the incorporation of the vapor-phase 

combustion reaction of light oil in the HTR, which appears in the system due to asphaltenes 

cracking and LTO reactions. Due to this, thermal energy generation in HTR was induced 

not only by coke burning but also by vapor-phase combustion. The incorporation of this 

mechanism allowed us to get non-zero residual coke, which was observed during the 

experiment. The proposed model qualitatively replicate temperature peaks in the LTR (180 

to 310°С), HTR (350 to 470°С), and NTGR (310 to 350°С).  

In addition, a complex approach for the investigation of oxidation processes during 

HPAI in oil shales was demonstrated (Section 3.3). The corresponding workflow, including 

oxidation experiments and numerical simulation, was demonstrated by the example of 

Bazhenov Shale Formation.  A set of oxidation study tests were carried out, namely: PDSC 

and RTO. As a result of experimental work, temperature ranges beyond which oxygen 

uptake rates are high were established, and Arrhenius parameters for low and high-

temperature oxidation ranges were determined. It was revealed that the dominant oxidation 

mode corresponds to the low-temperature range, which indicates that oil and kerogen can 

be ignited spontaneously under reservoir temperature. In addition, the experiment 

highlighted a negative temperature gradient region, and the auto-ignition temperature 

corresponding to the onset of elevated oxygen uptake rates was estimated. During the 

validation of the numerical model with the experimental results, it was revealed that 

kerogen or its derivatives undergo oxidation in several temperature regions; therefore, it 

should be represented by separate pseudo-components, which reflect different physical-



92 

 

chemical properties. As a result, the minimum set of kerogen pseudo-components in solid-

phase are necessary for describing bond-scission oxidation reactions in LTR, which begin 

near 140°C, and HTR, which occur up to 600°C, and pyrolysis reaction, which occurs 

between 300°C and 650°C, was determined. The oxidation behavior of Bazhenov oil, 

which mostly contains light fractions, was represented by the bond-scission oxidation 

reaction of light oil in LTR and bond-scission oxidation reaction of heavy oil in HTR. 

Initial oxygen-addition reactions are not included in the proposed block of chemical 

reaction, despite the possibility of concluding their existence based on the results of RTO 

test. The chemical reactions and their kinetics proposed in this chapter, which are supported 

by extensive experimental data, can be used as a starting model for oil shale oxidation 

kinetic model development for other shale oil formation under the conditions associated 

with high-pressure air injection tests. 
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Chapter 4. Simulations of phase behavior of multicomponent 

multiphase hydrocarbon systems using direct energy minimization 

technique 

Correctly determining phase behavior is important for the numerical simulation and 

evaluation of the recovery performance of thermal EOR methods in two-(or more)-phase 

reservoirs. Commercial reservoir simulators (e.g. CMG STARS, CMG GEM, ECLIPSE 

300) use the following techniques to calculate the composition and properties of resulting 

phases in hydrocarbon mixtures: k-value correlations (Wilson), tabulated k-values, which 

does not depend on mixture composition, and flash calculations. The most precise one is 

considered to be the iterative flash calculation algorithm (Brusilovsky 2002; Danesh 1998; 

Orr 2005), which is computationally ineffective in the zone close to the critical due to the 

absence of convergence. In order to accelerate phase behavior calculations and reveal 

possible instabilities rapidly, ab initio flash calculation is used. This approach is incorporated 

in the commercial reservoir simulator Intersect and involves the initial application of 

successive substitutions, eigenvalues and eigenvectors of the BICs matrix. However, in case 

that the calculations do not converge, the traditional iterative algorithm is used (Firoozabadi 

and Pan, 2000). In this chapter, we consider an alternative to the flash calculations approach 

based on the direct minimization of the Helmholtz and Gibbs energy of a multicomponent 

mixture. The core of the algorithm is the non-linear free-energy constrained minimization 

problem, which is formulated in the form of a linear problem by discretization in 

compositional space and, as a result, could be solved by linear programming methods. With 

this approximation of compositional space, the convergence to a global minimum is 

guaranteed by the optimization algorithm. The Helmholtz and Gibbs energy minimization 

algorithms consist of the following major parts (see Figure 4.2 and Figure 4.4): the 

discretization of compositional space, whose dimension is in 1 less than a number of 

components (and one additional volume space dimension in case of the Helmholtz energy 

minimization), optimization problem solving, an optional iterative block of compositional 

grid refinement around the current optimal solution to solve the possible computation 

memory filling and post-processing for interpretation of the results.  
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The objective of this study is to demonstrate the applicability of this technique to 

hydrocarbon systems. To do this, flash calculations and the Gibbs energy minimization 

technique are compared in a series of numerical simulations. First, the agreement between 

these two approaches are shown for a set of binary mixtures. The mixtures of a particular 

composition are analyzed. The experimental parameters of these mixtures are known. 

Thus, the calculated and experimental values of phase properties are also compared. It is 

revealed that the proposed energy minimization technique may even reproduce 

experimental values better than flash calculations in the region close to the critical region. 

A certain computational advantage of the proposed technique is also shown. Second, the 

simulations are extended to multicomponent mixtures with three, five, and eleven 

components. Overall, the results make it possible to suggest that the proposed Helmholtz 

and Gibbs energy minimization techniques are applicable to describe the phase behavior 

of multicomponent fluids in a reservoir simulation. 

4.1 Methods 

In this study, we consider the Helmholtz energy minimization technique and compare it to 

flash calculations. Both of these approaches use equations of state (EOS) of 

multicomponent mixtures. Cubic EOS are commonly used to describe reservoir fluids. The 

two most popular EOS of this class are the Soave—Redlich—Kwong (SRK) and the 

Peng—Robinson (PR) equations (Brusilovsky 2002; Danesh 1998; Isaeva et al. 2018). 

These equations can be written for pressure p  in the following general form 

  M2M1

M

2

M nBVnBV

An

nBV

nRT
p

 



 ,    (1) 

where n  is the total number of moles of the phase (mixture) considered, T  denotes the 

temperature, V  denotes the phase volume, R  is the universal gas constant, MA  and MB  -

the phase parameters. The numerical coefficients 1  and 2  define a specific equation: 

11  , and 02   in SRK;  211  , and  212   in PR. The parameters MA  and 

MB  can be interpreted as the molecule attraction and repulsion parameters (Orr, 2005). 
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Their values are constant if the phase consists of one component. For a mixture, MA  and 

MB  depend on the phase composition and the corresponding parameters of its individual 

components. 

When EOS (1) is applied to a mixture, the specific expressions for MA  and MB  are given 

by the mixing rules. Random mixing rules are used: 


 


c cN

i

N

j
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1 1
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where 
ij  are BIC between components i  and j , ix  is the mole fraction of component i , 

cN  is the total number of components, iA  and iB  describe properties of individual 

components. If in  denotes the number of moles of each component in the phase, 

cNi ,,2,1  , then 





cN

j

jnn
1

, 
n

n
x

j

j  .   (3) 

EOS (1) is used in flash calculations the Helmholtz and Gibbs energy minimization cases.  

In the following part we begin with describing the flash calculations algorithm and we 

proceed to the free energy minimization techniques. 

4.1.1 Flash calculations algorithm  

The majority of phase equilibrium calculations for hydrocarbons are limited only to two 

phases: the vapor-liquid equilibrium is considered between liquid oil and gas. This 

assumption is popular because the effect of water on the hydrocarbon phase behavior can 

be neglected in a wide class of practical tasks (Danesh 1998). Thus, for simplicity, the 

vapor-liquid equilibrium is to be considered for illustrating the flash calculations 

procedure. 

Figure 4.1 demonstrates the flowchart of flash calculations. The corresponding step-by-

step algorithm can be found in (Brusilovsky 2002; Isaeva et al. 2018; Orr 2005). Flash 
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calculations start with initial (approximate) values of the equilibrium ratios (known as K-

values). The K-value of component i  is defined as 

Li

Vi

i
x

x
K

,

,
 , 

where Vix ,  is the mole fraction of component i  in vapor, Lix ,  is the mole fraction of 

component i  in liquid. K-values in multicomponent hydrocarbon systems depends on 

temperature, pressure, and composition. These parameters are provided to the input of the 

algorithm in Figure 4.1. 

Flash calculations assume iterative refinement of the K-values set: from initial “guess” 

(typically the Wilson equation is used) to the values corresponding to vapor-liquid 

equilibrium. This iterative process relies on the equality of component fugacities in 

equilibrated vapor and liquid phases. As shown in Figure 4.1, the current K-value of 

component i  is modified by multiplying it by the calculated ratio of component fugacities 

Vi

Li

f

f

,

,
, where Lif ,  is the fugacity of a component j  in liquid, Vif ,  is the fugacity of a 

component i  in vapor. Hence, when this ratio becomes close to one, the K-value almost 

stops changing. The same procedure is carried out with all components. The criterion to 

stop the iterative procedure is shown in Figure 4.1. The result of this procedure is 

interpreted as reaching the thermodynamic equilibrium between vapor and liquid phases. 

Thus, the corresponding K-values, fugacities, phase fractions, Z-factors, compositions are 

considered to describe the system (mixture) in vapor-liquid equilibrium. 

The number of phases at equilibrium may not be known a priori (single-phase or two-phase 

state). However, this problem can be solved by combining flash calculations with the 

Michelsen stability test (Brusilovsky 2002; Danesh 1998; ECLIPSE 2014). Another 

limitation is related to calculations in the critical region, where the compositions of 

equilibrated phases are very close (Danesh 1998). This may result in large numbers of 

iterations in the procedure described above. 
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Figure 4.1 Flowchart of flash calculations (vapor-liquid equilibrium case) 

Thus, flash calculations are based on the equality of fugacity of each component in vapor 

and liquid phases. This requirement is equivalent to the equality of component chemical 

potentials, which in turn is a consequence of the general criterion of thermodynamic 

equilibrium at a given pressure and temperature – the minimum Gibbs energy (Brusilovsky 

2002; Danesh 1998). As shown in Appendix A, when EOS is known, it is possible to 

calculate the fugacity of a component i  using the following expression 
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where 0V  is the phase volume at the considered temperature and pressure, all other 

parameters coincide with (1) and (3). For example, if we consider SRK or PR EOS (1) and 

mixing rules (2), the corresponding fugacity can be expressed as 
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where RTpVZ /0  is the compressibility factor, parameters 
iA

~
 and iB

~
 of individual 

components and, consequently, mixture parameters 
ijA

~
, M

~
A , M

~
B  are considered in the 

dimensionless form: 
22

~

TR

pA
A i

i  , 
RT

pB
B i

i 
~

. The working expressions (4) are derived in 

Appendix B. 

Hence, for flash calculations, it is not necessary to obtain the precise expression for the 

system energy (Gibbs or Helmholtz energy). Indeed, our reasoning in Appendices A and 

B involves only derivatives of the thermodynamic state functions. 

In this study, an alternative approach is proposed. An explicit expression for the Helmholtz 

and Gibbs energy of a multi-component mixture is obtained, and its minimum is sought 

after. 

4.1.2 Minimization of Helmholtz energy 

Let us consider the Helmholtz energy F  of a multi-component system (phase) with cN  

components. With independent variables of temperature T  and volume V , it can be 

formally written as 

 
cNnnVTFF ,...,, 1 , 

where in , as above, is the number of moles of each component, cNi ,,1  . 

We can restore the expression for the Helmholtz energy using the information on its 

derivatives. As shown in Appendix A, the first derivatives of the Helmholtz energy are 

related to the component chemical potential i  and the system pressure p  
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Hence, it can give, for example, the Helmholtz energy change of a phase at constant 

temperature T  and composition in  due to the volume change from 1V  to 2V  

    
2

1

12 ,,,,

V

V

ii pdVVnTFVnTF . 

Since EOS (1) is being considered, by integration, we have 
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Thus, for the Helmholtz energy of a multicomponent phase, it can be written 
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Where the term  inTE ,  denotes the part of the Helmholtz energy that is independent of 

the system volume V . In order to describe isothermal processes with mass exchange 

between the phases, the dependence of  inTE ,  on in must be revealed. This dependence 

can be restored using the fugacities discussed above. Fugacities are related to the 

component chemical potentials and defined by the expression 
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where i   and i  are the chemical potentials of a component i  corresponding to two 

different states of the system (phase), if   and if   are the fugacities of a component i  in 

these system states. Hence, expression (4) or its equivalent in the dimensional form given 

in Appendix B can be used and is written 
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where parameters iA , iB , ijA , MA , MB  are non-reduced. Thus, we have information on 

component chemical potentials from (6). 

At this point, one of two ways can be selected. First, by analogy with the derivation of 

formula (5), the increment of chemical potential from (6) can be expressed and integrated 

with respect to in  obtaining the corresponding Helmholtz energy change. This procedure 

may give additional information on the term  inTE ,  in (5). In the second approach, the 

last term in (5) can be differentiated with respect to in  – this gives terms included in the 

chemical potential. Comparing these terms with (6) reveals the additions that must be 

included in the Helmholtz energy (5). The second way seems to be easier, since it only 

requires differentiation. Thus, differentiating (5) dives 
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The derivation of (7) is discussed in detail in Appendix C. 

Comparing (6) and (7) shows that (6) includes the additional term  RTnRT iln . Hence, in 

order to make the Helmholtz energy (5) consistent with (6) it can be considered in the 

following form 
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where the additional term )(TC  may depend on temperature. Note that this term stays the 

same for any state of a multi-component system in isothermal processes; therefore, we are 

not interested here in its specific form. 



101 

 

Now having the explicit expression for the Helmholtz energy of a multicomponent phase 

(8), we can proceed with the minimization problem. The rigorous method for determining 

the equilibrium at a given temperature and volume is to find the conditions at which the 

Helmholtz energy of a system is at its global minimum for all possible combinations of 

phases and component distribution (Brusilovsky 2002; Danesh 1998; Orr 2005). When we 

consider a multiphase system in the thermodynamic equilibrium, its total Helmholtz energy 

can be written in the simple form 





PN

FF
1

 ,   (9) 

where F  is the Helmholtz energy of phase   per mole,   is the number of moles of phase 

 , PN  denotes the number of phases (Gmehling et al. 2012). For simplicity, let us 

consider one mole of a multi-component multiphase system; hence, we can write 

1
1


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PN



 .   (10) 

For example, in the case of a vapor-liquid system, we have the Helmholtz energy (9) in the 

form LLVV FFF   where V  and L  are the mole fractions of vapor and liquid phases, 

respectively 1 LV  . 

The Helmholtz energy of the individual phase F  in (9) depends on the temperature T , 

phase composition, and molar volumes V :   VxTFF i ,, , , where ,ix  denotes the 

mole fraction of component i  in phase  . EOS (1) is assumed to describe the behavior of 

each phase in the multicomponent multiphase system. Hence, for   VxTF i ,, , , the 

expression (8) can be used. 

Let us formalize the requirement of minimum Helmholtz energy at the thermodynamic 

equilibrium conditions. One mole of a mixture is considered, in which the overall mole 

fraction of component i  is iz , cNi ,,2,1  . At a given volume V  and temperature T , the 

global minimum value of (9) is sought after for all possible combinations of phases   and 
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component distribution ,ix . The mole fractions of phases   and component fractions in 

phases ,ix  must satisfy (10) and the following additional conditions 

VV
PN
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 ,  
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i zx
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,
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 ,  cNi ,,2,1  .  (11) 

Overall, it gives the minimization problem that can be considered as a linear programming 

problem. Indeed, the total Helmholtz energy (9) has the form of the dot product if we 

interpret the sets  
PN ,,, 21   and  

PNFFF ,,, 21   as vectors. Hence, the 

thermodynamic equilibrium conditions can be rewritten as the following linear 

programming problem: 
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where ,ix , V  and   must satisfy the constraints (10) and (11); the values 

  VxTFF i ,, ,  in (12) are calculated in accordance with (8). 

 

Figure 4.2. Flowchart of Helmholtz energy minimization algorithm (vapor-liquid equilibrium case) 
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The Helmholtz energy minimization algorithm for solving the minimization problem 

specified by (12) with the constraints (10) and (11) is implemented in Matlab and presented 

in Figure 4.2. It consists of two main parts: the discretization of independent variable space 

and the minimization technique – linear programming solver using the simplex method. In 

the case of Helmholtz energy   VxTFF i ,, ,  minimization at given P-T-C conditions, 

since the independent variables are temperature, system composition, and system volume, 

both volume and compositional space should be discretized. To illustrate the result of the 

Helmholtz energy minimization algorithm, let us consider a binary system Methane-Ethane 

at a temperature of 250 K, the initial composition of Methane – 0.4791, and different 

pressures – 4.8114 MPa and 8.1060 MPa, which correspond to initial system volumes - 

6.0376*10-5 m3/mol (dimensionless value: 0.1754) and 1.5386*10-4 m3/mol (dimensionless 

value: 0.4470). In this case, the discretized space of independent variables is two-

dimensional (2D) - volume-composition of Methane space. The discrete values of 

Helmholtz energy at each point of the 2D volume-composition space obtained for the 

binary system Methane-Ethane under different initial conditions (blue star), and the 

corresponding optimal solution (black circles), as a result of Helmholtz energy 

minimization, are visualized in Figure 4.3. In Figure 4.3 (a), it is shown that the initial point 

in 2D dimensionless volume-composition of Methane space  1, xV  has coordinates of 

(0.4470, 0.4791), which is represented by a blue star. Likewise, Figure 4.3 (a) demonstrates 

that the optimal solution consists of two points with different coordinates in volume-

compositional space (see black circles in Figure 4.3(a)). This means that under these initial 

conditions, two values of Helmholtz energy  VVVV xVFF ,1,  and  LLLL xVFF ,1,  with 

specific fractions V  and L , satisfy the minimization problem specified by (12) with the 

constraints (10) and (11), or, in other words, this result corresponds to a case of two 

coexisting phases with mole fractions of V  and L  for vapor and liquid phases, 

respectively, 1 LV  . It should be mentioned, that the optimal values of Helmholtz 

energy obtained for each phase and mole fractions satisfy (9).  
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The result of the second case with a higher initial pressure of 8.1060 MPa is presented in 

Figure 4.3(b). Here we can see that the points corresponding to the optimal solution (black 

circles) are located very close (~ length of minimal discretization interval) to the point 

corresponding to the initial system value (blue star) in the dimensionless volume-

composition-space. This means that under these initial conditions, two values of Helmholtz 

energy and satisfying the minimization problem specified by (12) with the constraints (10) 

and (11) represent the same value, or, in other words, this result corresponds to the case of 

a critical region where the difference between phases is imperceptible. 
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(a) 
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(b) 

Figure 4.3. Visualization of dimensionless system Helmholtz energy in discrete volume and 

compositional space for binary system Methane-Ethane under different initial conditions (blue star), 

and corresponding optimal solution (black circles). a) Initial conditions correspond to the two-phase 

region: P = 4.8114 MPa, T = 250 K, Z1 = 0.4791; b) Initial conditions correspond to the critical 

region: P = 8.1060 MPa, T = 250 K, Z1 = 0.4791. 
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4.1.3 Minimization of Gibbs energy 

The Gibbs energy minimization can be used to reduce the number of space dimensions of 

independent variables and, as a result, to decrease memory reservation during calculations. 

Let us consider the Gibbs energy G  of a multi-component system (phase) with cN  

components. With independent variables of temperature T  and pressure p , it can be 

formally written 

 
cNnnpTGG ,...,, 1 , 

where in , as above, is the number of moles of each component, cNi ,,1  . 

For simplicity, let us consider one mole of a multi-component multiphase system; hence, 

EOS (1) for a one-mole system may be rewritten as  

MMMMMMMM BATBpBVpBTBAVTpBpV  23223 )32()( . (13) 

Choosing the real roots of (13) we can calculate the molar volumes  pxTVV i ,, ,    of 

each phase. Substituting  pxTVV i ,, ,   to the expression for Helmholtz energy of 

individual phase   VxTFF i ,, ,  , we make a transition from independent variables of 

  VxT i ,, ,  to  pxT i ,, , . 

Taking into account  pVFG  finally gives the expression for Gibbs energy for each 

individual phase 
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The total Gibbs energy for a multiphase system has the form 





PN

GG
1

 ,   (15) 
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where G  is the Gibbs energy of phase   per mole,   is the number of moles of phase 

 , PN  denotes the number of phases. For one mole of a multi-component multiphase 

system, it can be written 

1
1




PN



 .  (16) 

In the case of a vapor-liquid system, the Helmholtz energy (9) is in the form 

LLVV FFF   , where V  and L  are the mole fractions of vapor and liquid phases, 

respectively, 1 LV  . 

Let us formalize the requirement for the Gibbs energy minimum under thermodynamic 

equilibrium conditions. One mole of a mixture is considered in which the overall mole 

fraction of component 𝑖 is 𝑧𝑖, 𝑖 = 1,2, … , 𝑁𝑐. At a given pressure 𝑝 and temperature 𝑇 we 

search for the global minimum value of (15) for all possible combination of phases 𝜋𝛼 and 

component distribution 𝑥𝑖,𝛼. The mole fractions of phases 𝜋𝛼 and component fractions in 

phases 𝑥𝑖,𝛼 must satisfy (16) and the following additional conditions 

i

N

i zx
P


1

,



 ,  cNi ,,2,1  .  (17) 

The thermodynamic equilibrium conditions can be rewritten in the form of the following 

linear programming problem: 
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, (18) 

where ,ix and   must satisfy the constraints (16) and (17); the values  pxTGG i ,, ,   

in (12) are calculated in accordance with (14). 

The Gibbs energy minimization algorithm for solving the minimization problem specified 

by (18) with the constraints (16) and (17) is implemented in Matlab and presented in Figure 

4.4. The algorithm is similar to the Helmholtz energy minimization algorithm and includes 

discretization of the independent variable space, determination of the values of free-energy 

at each point of the discretized space, and solving the constrained minimization problem 
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with linear programming solver (LinProg) with predetermined input data (system 

temperature and pressure, discretized component compositions in the range of (0, 1) and 

values of Gibbs energy for each grid point of the discretized compositional space). At each 

point ,ix several coexisting phases (two, vapor and liquid, for hydrocarbon mixtures) with 

its own value of phase volume exist, and for each of these phases, the Gibbs energy should 

be specified and used as input data in the LinProg solver. 

 

Figure 4.4. Flowchart of Gibbs energy minimization algorithm (vapor-liquid equilibrium case) 

 

It should be mentioned that under equilibrium conditions, the system pressure coincides 

with the pressures of each coexisting phase. Thus, in the case of Gibbs energy 

 pxTGG i ,, ,   minimization at given P-T-Z conditions, only the compositional space 
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is required to be discretized. This allows us to reduce the dimension of the discretized 

independent variable space in comparison to Helmholtz energy minimization and, as a 

result, to reduce the amount of reserved computer memory necessary for calculation.  

In order to illustrate the result of the Gibbs energy minimization algorithm, let us consider 

the binary Methane-Ethane system at the same conditions described in Section 4.1.2, where 

the graphical representation of the Helmholtz energy minimization algorithm is discussed. 

In the case of Gibbs energy, the discretized space of independent variables is one-

dimensional (1D) - composition of Methane space. The discrete values of Gibbs energy at 

each point of the 1D compositional space obtained for the binary Methane-Ethane system 

under different initial conditions (blue star), and the corresponding optimal solution (black 

circles), as a result of Gibbs energy minimization, are visualized in Figure 4.5. The 

discretized 2D-volume-compositional space used in the case of Helmholtz energy (Figure 

4.3) is collapsed to 1D-compositional space (see Figure 4.5 (a), (c)). Figure 4.5 (b) and 

Figure 4.5 (d) show a graphical representation of the optimal solutions found as a result of 

the Gibbs energy minimization algorithm for the case of two coexisting phases and for the 

case when the system is in a critical state. It should be noted that the obtained molar 

fractions of resulting phases and phase compositions coincide with the results of the 

Helmholtz energy minimization algorithm (Section 4.1.2). Note, the system volume, which 

is an input parameter for the Helmholtz energy minimization algorithm, is calculated in the 

postprocessing of the Gibbs energy minimization algorithm according to (11). 

It should be noted that the proposed algorithms (Figure 4.2 and Figure 4.4) can be 

implemented in CUDA on graphical processing units (GPUs). The results presented in this 

chapter were calculated in Matlab without any specific parallel computing technology 

application. It has been proven that that the implementation of high dimension linear 

programming algorithms on GPUs could give the performance advantages more than one 

order (Boyer et al., 2017).  
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(a) 

 

 

(b) 

 

 

(c) 

 

 

(d) 

 

Figure 4.5. Visualization of dimensionless system Gibbs energy in discrete compositional space for 

binary Methane-Ethane system under different initial conditions (blue star), and corresponding 

optimal solution (black circles). a,b) Initial conditions correspond to the two-phase region: P = 4.8114 

MPa, T = 250 K, Z1 = 0.4791; c,d) Initial conditions correspond to the critical region: P = 8.1060 

MPa, T = 250 K, Z1 = 0.4791. 
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4.2 Results 

Flash calculations and the proposed free-energy minimization technique were compared in 

numerical simulations. The numerical calculations provided by the Helmholtz and Gibbs 

minimization algorithms are identical and differ in computation time. The Gibbs 

minimization algorithm has an advantage in its computation time since it makes it possible 

to reduce the dimension of the discretized space of an independent variable in comparison 

to the Helmholtz energy minimization. Thus, the results presented in this Section are 

provided based on the minimization of Gibbs energy. To proceed, the binary mixtures are 

considered, the experimental parameters of which are known. 

As discussed above, flash calculations result in K-values that are considered to correspond 

to the system vapor-liquid equilibrium. In addition to the set of K-values, mole fractions 

and compositions of the equilibrated phases are obtained. Thus, we can present the 

calculation results, for example, in the form of a pressure-composition phase diagram. 

Figure 4.6 (a) demonstrates the pressure-composition phase diagram for the Methane—

Ethane binary mixture obtained by flash calculations (the Methane—Ethane mixture was 

considered at a temperature of 250 K). The component parameters (critical temperature, 

critical pressure, acentric factor, BIC, etc.) correspond to the tables in Appendix A in 

(Danesh 1998). We use PR EOS in our simulations. The color in Figure 4.6 (a) gives 

information on the calculated mole fraction of vapor: dark red represents the pure vapor 

phase without liquid; dark blue color represents the pure liquid phase without vapor. The 

multicolor transition from dark blue to dark red corresponds to the two-phase region and 

represents the evaporation process. The white circles in the diagram demonstrate 

experimental data, which show the boundaries of the two-phase region (Davalos et al. 

1976). The calculated boundaries of the two-phase region are shown by a thin white line 

in Figure 4.6 (a). 

Figure 4.6 (b) presents the calculated pressure-composition phase diagram obtained by the 

proposed Gibbs energy minimization technique. The colors and other designations in 

Figure 4.6 (b) are the same as in Figure 4.6 (a). By analyzing Figure 4.6 (a) and Figure 

4.6(b), we can draw the following conclusions. First, it can be seen that there is good 
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agreement between the diagrams calculated by the two different approaches. One might 

not even visually recognize the difference in the diagrams in Figure 4.6 (a) and Figure 4.6 

(b). Indeed, the difference is small up to the critical region. This fact is illustrated in Figure 

4.7. Figure 4.7 shows the modulus of the difference in the calculated mole fractions of the 

vapor phase obtained by two approaches. The maximum pressure presented in Figure 4.7 

is equal to 95% of the critical pressure. Thus, at such pressures, the mole fractions of the 

vapor calculated by the two approaches differ in no more than the second digit after the 

decimal point. The greatest difference is seen in the critical region. Figure 4.8 (a) shows 

the zoomed in area of the diagram in Figure 4.6 (a) corresponding to the critical region. 

Figure 4.6 (b) shows the same zoomed area taken from the diagram in Figure 4.6 (b). A 

difference in the diagram behavior can be seen. This result is quite expected since flash 

calculations may result in unreliable values for physical properties in the critical region 

(Danesh, 1998). Flash calculations require large numbers of iterations in the critical region 

– Figure 4.9 shows the actual number of iterations used in our simulations to obtain the 

results in Figure 4.8 (a). The maximum number of iterations is 100. This limitation is used 

to get the results of flash calculations in a reasonable time. In this case, the computational 

time required to obtain the vapor-liquid equilibrium parameters at constant composition is 

equal to 58.89s. The same calculations take 22.03s in the case of Gibbs energy 

minimization. The flash calculations computation time is mostly controlled by the time 

necessary to calculate the parameters of vapor-liquid equilibrium near the critical zone (see 

Figure 4.19). Thus, the chosen limitation for a maximum number of iterations is large 

enough to provide an accuracy of the calculation near the critical zone that can be 

compatible with the one provided by the free energy minimization algorithm. Note, the 

maximum number of iterations is equal to six by default in ECLIPSE 300 (ECLIPSE 2014). 

Thus, we see in Figure 4.9 that even with such large values of the maximum number of 

iterations, performing flash calculations in the critical region is problematic. However, 

comparing Figure 4.8 (a) and Figure 4.8 (b), to confirm or disprove that the flash 

calculations introduce the greatest error, we need more detailed experimental data on the 

parameters of the mixture in the critical region. Second, both the Gibbs energy 
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minimization technique and flash calculations give good agreement between calculated and 

experimental results. It can be seen that the calculated boundaries of two-phase regions are 

very close to the experimental data obtained by Davalos et al.,1976. 

 

 

(a) 

 

 

(b) 

Figure 4.6 Pressure-composition phase diagram for methane—ethane binary mixture at T = 250 K as 

a result of a) flash calculations and b) Gibbs minimization algorithm 

 

 

Figure 4.7 Modulus of difference in molar fractions of vapor phase calculated by flash calculations 

and the proposed Gibbs energy minimization technique (methane—ethane binary mixture)  
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(a) 

 

 

(b) 

Figure 4.8 Zoomed in fragment of pressure-composition phase diagram for methane—ethane binary 

mixture at T = 250 K as a result of a) flash calculations and b) Gibbs minimization algorithm 

 

 

Figure 4.9 Actual number of iterations used in flash calculations (methane—ethane binary mixture) 

 



116 

 

Since K-values and phase compositions are important in reservoir simulation, these 

parameters are considered for the methane—ethane binary mixture. Figure 4.10 shows the 

obtained K-values at different pressures for this mixture: Figure 4.10 (a) presents K-values 

for methane; Figure 4.10 (b) presents K-values for ethane. The K-values obtained by flash 

calculations are shown in blue, and the K-values obtained by the Gibbs energy 

minimization technique is shown in red. The experimental K-values are also shown in 

Figure 4.10 by black circles (Davalos et al. 1976). Figure 4.11 gives information on the 

phase compositions in the same pressure range for the methane—ethane binary mixture. 

Figure 4.11 (a) presents the composition of liquid phase. Figure 4.11 (b)  presents the 

composition of vapor phase. The experimental mole fractions of methane are shown by 

green circles, and the mole fractions of ethane are shown by black circles in Figure 4.11  

(Davalos et al. 1976). The values obtained by flash calculations are shown in blue, and the 

values obtained by the Gibbs energy minimization technique are shown in red. Analyzing  

Figure 4.10 and Figure 4.11 shows a good correspondence between the calculated and 

experimental values. Thus, it can be stated that the proposed Gibbs energy minimization 

technique is not inferior in accuracy to flash calculations for the methane—ethane binary 

mixture. 
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(a) 

 

 

(b) 

Figure 4.10 K-values at different pressures for methane—ethane binary mixture at T = 250 K for a) 

methane and b) ethane component 

 

 

(a) 

 

 

(b) 

Figure 4.11 Phase compositions at different pressures for methane—ethane binary mixture at T = 

250 K: a) liquid phase, b) vapor phase 
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Analogous calculations were performed for the methane—n-heptane binary mixture (the 

methane—n-heptane mixture considered at a temperature 344.3 K). The corresponding 

pressure-composition diagrams are shown in Appendix D. It is advisable to consider here 

the K-values and phase compositions for this mixture. Figure 4.12 (a) presents K-values 

for methane, and Figure 4.12 (b) presents K-values for n-heptane. The designations in 

Figure 4.12 are the same as in Figure 4.10. Figure 4.13 (a) and Figure 4.13 (b) present the 

phase compositions of liquid and vapor phases by analogy with Figure 4.11 (a) and Figure 

4.11 (b). The experimental mole fractions of methane are shown by green circles, and mole 

fractions of n-heptane are shown by black circles in Figure 4.13 (Reamer et al. 1956). 

Values obtained by flash calculations are shown in blue, and values obtained by the Gibbs 

energy minimization technique are shown in red. We see that for pressures above 20 MPa 

the values obtained by the proposed Gibbs energy minimization technique are closer to the 

experimental data than the values obtained by flash calculations. In this pressure range, the 

methane—n-heptane mixture approaches its critical region (see also figure D.1 in 

Appendix D). As discussed above, flash calculations may result in inaccurate values for 

physical properties of phases. This effect explains the results in Figure 4.12  and Figure 

4.13. Thus, we show that the proposed Gibbs energy minimization technique has 

advantages in describing physical properties of phases in the critical region. 
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(a) 

 

 

(b) 

Figure 4.12 K-values at different pressures for methane—n-heptane binary mixture at T = 344.3 K 

for a) methane and b) n-heptane 

 

 

(a) 

 

 

(b) 

Figure 4.13 Phase compositions at different pressures for methane—n-heptane binary mixture at T = 

344.3 K: a) liquid phase, b) vapor phase 
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In addition to the binary mixtures of hydrocarbons, we consider binary mixtures of 

hydrocarbons with carbon dioxide: methane—carbon dioxide and ethane—carbon dioxide 

binary mixtures. The corresponding pressure-composition diagrams and other results are 

shown in Appendix D. Overall results obtained for the binary mixtures suggest that the 

proposed Gibbs energy minimization technique is applicable to describe the vapor-liquid 

equilibrium for both pairs of hydrocarbons and binary mixtures of hydrocarbons with 

carbon dioxide. 

In order to illustrate the applicability of the proposed Gibbs energy minimization technique 

for mixtures with more than two components, we consider ternary mixtures and 5-

component mixture with known experimental data. Figure 4.14 shows the ternary diagram 

for the methane—ethane—carbon dioxide mixture (at a pressure 2.53 MPa and temperature 

250 K). The rules for reading the ternary diagram in Figure 4.14 correspond to Brusilovsky 

2002. The color scheme in Figure 4.14 is the same as used in Figure 4.6: the transition from 

dark blue to dark red corresponds to an increase in the mole fraction of vapor from zero to 

one. Figure 4.12 (a) presents the results obtained by flash calculations. Figure 4.12 (b) 

presents results obtained by the proposed Gibbs energy minimization technique. White 

circles in Figure 4.14 demonstrate the experimental boundaries of the two-phase region 

(Davalos et al. 1976). We see that the two considered methods give close results and 

demonstrate good correspondence to the experimental data. We present the results of 

analogues calculations for the methane—ethane—n-pentane ternary mixture in Appendix 

E. 
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(a) 
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(b) 

Figure 4.14 Ternary phase diagram for the methane—ethane—n-pentane ternary mixture at at P =  

2.53 MPa and T = 250 K obtained by a) flash calculations and b) Gibbs energy minimization 

algorithm. The transition from dark blue to dark red corresponds to an increase in the mole fraction 

of vapor from zero to one. White circles and white lines demonstrate the experimental and calculated 

boundaries of the two-phase region, respectively 

We consider a multicomponent mixture with five components: methane (70.57 mole%), 

ethane (6.69 mole%), propane (4.13 mole%), n-butane (5.08 mole%), n-pentane (13.53 

mole%). The quinary mixture considered at a pressure of 9.867 MPa and temperature 311 

K. Figure 4.15 presents both calculated and experimental K-values of the components. 

Figure 4.16 (a) shows the corresponding composition of the liquid phase, and Figure 4.16 

(b) shows the composition of the vapor phase. The experimental values in Figure 4.15 and 
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Figure 3.16 are shown in yellow and taken from (Hanson and Brown, 2002). The K-values 

obtained by flash calculations are shown in blue, and the K-values obtained by the Gibbs 

energy minimization technique is shown in red. We see an agreement between the 

calculated and experimental values. Thus, we see that the proposed Gibbs energy 

minimization technique is applicable to predict the parameters of multicomponent mixtures 

with more than two components. 

 

Figure 4.15 K-values for the components of the quinary mixture 

 

(a) 

 

(b) 

Figure 4.16 Phase compositions of the quinary mixture at P = 9.867 MPa and T = 311 K in a) liquid 

and b) vapor phases in case of flash calculations (blue), Gibbs energy minimization algorithm (red) 

and experiment (orange) 
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Figure 4.17 shows the results calculated for the same quinary mixture at different pressures:  

3.5646 MPa, 6.5224 MPa, 8.9425 MPa, 9.8664 MPa, 11.9693 MPa. In the bar chart, a 

column represents the fractions of each component in liquid and vapor phases in quinary 

mixture at different P-T conditions, the total sum of fractions equals to 1. The columns 

with the blue and red frames reflect results calculated by flash algorithm and Gibbs energy 

minimization algorithm, respectively, and show a good correspondence with experimental 

values (columns with green frames). In addition, the effect of hydrocarbons condensation 

with increasing pressure is observed in the bar chart.  

In the case of a quinary mixture, the Gibbs energy minimization algorithm requires 4-

dimensional compositional space to be discretized. The directions of the compositional 

space correspond to the range of possible compositions of hydrocarbons; the considered 

mixture consisted of (in this case, methane, ethane, propane, and n-butane). To reach a 

calculation accuracy compatible with the accuracy we observed in case of binary mixtures, 

or, in another words, to obtain the results close to experimental, it was necessary to use a 

number of grid points of order of 1000 in each direction. In the case of 4D compositional 

space, the total number of grid points tended to 10004, which resulted in computer memory 

problems. To avoid it, Gibbs minimization algorithm with developed compositional space 

refinement option was used. It allowed to reduce the necessary number of points in 

compositional space to 576, which corresponded to 6×6×4×4 grid points in each directions 

(it the direction of methane, ethane, propane, and n-butane composition, respectively). This 

refining algorithm included determination of an optimal solution on a coarse-grained 

composition, the initial guess, as a result of the first iteration, and following compositional 

grid refinement around an optimal solution defined in the previous iteration step. In this 

case, the number of compositional space refining iterations were 50, and the tolerance 

number to exit the iteration was chosen as 10-4. The resulting total computational time was 

1.6615s, which was even less than the computational time required to calculate one point 

in pressure-compositional diagram (see Figure 4.6). 
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Figure 4.17 Compositions of the quinary mixture for vapor and liquid phases at T = 311 K and 

different pressures: 3.5646 MPa, 6.5224 MPa, 8.9425 MPa, 9.8664 MPa, 11.9693 MPa in case of flash 

calculations (blue frame), Gibbs energy minimization algorithm (red frame) and experiment (green 

frame) 

The developed algorithm allows solving the phase (vapor-liquid) equilibrium problem also 

for more than 5-component mixtures avoiding the computational memory problem 

appearing due to increasing the compositional space dimension. Its performance efficiency 

was demonstrated on the example of phase equilibrium determination for 11-component 

mixture at the conditions that experimental results were known. The liquid and vapor phase 

compositions calculated and compared with experimental results published in RD 39-1-

348-80 are presented in Figure 4.18. This mixture consists of hydrocarbons (methane, 

ethane, propane, i-butane, n-butane, i-pentane, n-pentane, hexane, and heptane) and non-

hydrocarbons, such as nitrogen, carbon dioxide, which are compulsorily presented in 

reacting and propagating fluids during ISC or HPAI and influence on the phase 

equilibrium. The vapor and liquid compositions calculated with Gibbs energy calculation 

algorithm give a good correspondence with experimental values.   
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Figure 4.18 Phase compositions of the 11-component mixture: concentration of nitrogen, carbon 

dioxide, methane, ethane, propane, i-butane, n-butane, i-pentane, n-pentane, hexane and heptane in 

liquid (above) and vapor phases in case of flash calculations (blue), Gibbs energy minimization 

algorithm (red) and experiment (orange) (below) 
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Finally, it is important to discuss the computation performance aspect of the proposed 

Gibbs energy minimization technique. The required computational time to find the optimal 

solution depends on the number of grid points in discretized compositional space due to 

the special aspects of the algorithm shown previously. The procedure does not change, 

when the considered temperatures and pressures approach to the critical region. In contrast, 

as discussed above, if the system temperatures and pressures are close to their critical 

values, the required number of iterations in flash calculations increases. We illustrate this 

fact by the example of the methane—n-heptane binary mixture. Figure 4.19 shows the 

computational time required to obtain the parameters of vapor-liquid equilibrium: the red 

curve corresponds to the proposed Gibbs energy minimization technique; the blue curve 

corresponds to the flash calculations. For the considered in Figure D.1 methane—n-heptane 

mixture, the pressure above 24 MPa approaches the critical value. The flash calculations 

require 70 times longer computational time with increasing pressure. Remarkably, the 

required computational time by the proposed Gibbs energy minimization technique 

remains almost constant with increasing pressure. This result suggests that the proposed 

Gibbs energy minimization technique is promising for reservoir simulations, when possible 

variations of pressure-temperature conditions and fluids composition may result in the 

critical state. 

 
Figure 4.19 Computational time at different pressures for the methane—n-heptane binary mixture 
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4.3 Conclusions to chapter 4 

 

In this chapter, the Helmholtz and Gibbs energy minimization technique was proposed to 

describe the phase behavior of multicomponent hydrocarbon systems. SRK and PR EOS 

(1) and random mixing rules (2) were considered to characterize a multicomponent 

mixture. The corresponding expression for the Helmholtz (8) and Gibbs (14) energies are 

derived. This expression is suitable for describing processes with a mass exchange between 

the phases. In order to determine the parameters of a multicomponent mixture in the 

thermodynamic equilibrium, we consider the constrained Helmholtz and Gibbs energy 

minimization problem. It is demonstrated that this minimization problem can be considered 

as a linear programming problem in the form (12), (18) with the constraints (10), (16) and 

(11), (17) for the case of Helmholtz and Gibbs energy, respectively, and solved numerically 

by the simplex method.  A numerical algorithm is implemented in Matlab and adapted for 

any number of components and phases. It should be mentioned that the equilibrated state 

is found from all possible variants for specific system composition at a given pressure and 

temperature conditions, and prior knowledge about expecting a number of phases is not 

required. Along with the linear programming solver, the algorithm includes an optional 

iterative block – the consequent refinement of discretized compositional space near-

optimal solution, which is used to avoid computational memory problems in high 

dimensional cases (5-component systems or more). The proposed Gibbs energy 

minimization techniques were validated against experimental data and flash calculations 

in a series of numerical simulations. A set of binary, ternary, 5, and 11-component mixtures 

were considered within this work. These mixtures were selected since its physical 

properties and experimental data were known and published in the literature (Billman et 

al. 1948; Davalos et al. 1976; Reamer et al. 1956; Hanson and Brown 2002; RD 39-1-348-

80). First, the overall results obtained for the binary mixtures suggest that the proposed 

Gibbs energy minimization technique is applicable to describe the vapor-liquid equilibrium 

for both pairs of hydrocarbons and binary mixtures of hydrocarbons with carbon dioxide. 

Furthermore, predictive and computational advantages of the proposed technique were 

demonstrated in the region close to the critical. Second, the applicability of the proposed 
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algorithm for multicomponent systems is demonstrated for the system consisting of at least 

11 components (methane, ethane, propane, i-butane, n-butane, i-pentane, n-pentane, 

hexane, heptane, nitrogen, and carbon dioxide), which is even more than usually used in 

HPAI or ISC simulations. Next, the detailed analysis of the simulations for ternary, 5, and 

11-component mixtures indicates that flash calculations and the Gibbs energy 

minimization technique give equivalent results for the mole fractions of phases and phase 

compositions. Thus, it could be concluded that the proposed Gibbs energy minimization 

technique is promising for reservoir simulations, especially when possible variations of 

pressure-temperature conditions and fluids composition in a reservoir may result in the 

state close to the critical since it doesn’t achieve a performance limit at any conditions of 

interest. In addition, the proposed algorithm can be implemented using GPUs, which will 

allow us to significantly accelerate the calculations for high dimension cases or, in other 

words, for the systems with a large number of components. 
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Chapter 5. Summary, conclusions, and recommendations for future 

research 

5.1 Summary 

 

In the first part of this work (Chapter 2, Chapter 3), we focused on the development 

of a general methodology and its application for modeling of HPAI and ISC as a basis for 

air-injection based EOR methods evaluation using capabilities of commercial thermal 

simulator CMG STARS. This approach consisted of comprehensive experimental and 

numerical studies. It allowed adapting reaction kinetic models for bitumen undergoing ISC 

(Samara region oil sand bitumen), medium oil in carbonate reservoir undergoing HPAI, 

and light oil in organic-rich source rock undergoing HPAI (Bazhenov shale formation).  

3D digital models of oxidation and combustion performance laboratory tests were 

constructed in CMG STARS thermal hydrodynamic simulator (Section 2.1, 2.2) in order 

to be able to provide the history matching and validation of laboratory-scale HPAI and ISC 

numerical models with the experimental results. The existence of any constructional 

uncertainties significantly influences on the consistency of experimental results adaptation 

on modeling.  Therefore, the used digital models of experimental setups were constructed 

to repeat its multilayer design and corresponding heater regimes. During the research, the 

importance HPAI and ISC laboratory-scale numerical models validation on RTO test 

results was shown by the several examples (Section 3.1.1, Section 3.2.4).  

The methodology for HPAI and ISC numerical models construction was applied for 

three different unconventional reservoirs examples: Samara region oil sand bitumen 

(Section 3.1), carbonate oil field (Section 3.2), and Bazhenov shales (Section 3.3).  

In Section 3.1, ISC numerical model for oil sand bitumen was proposed. The kinetic 

parameters for the adapted reaction scheme, describing ISC process for bitumen, were 

adjusted by the history matching procedure of laboratory-scale numerical model with RTO 

test results. The proposed model gave a good agreement with experimental results such as 

the location of LTR (180 to 310°С), HTR (350 to 470°С), and NTGR (310 to 350°С), the 
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obtained amount of oil and water, O2 uptake, CO2 generation, oil recovery factor of 0.33, 

and oxidation front velocity of 6.79 cm/hr. The adapted reaction scheme included thermal 

cracking of asphaltenes, the polymerization reaction of malthenes and asphaltenes in LTR, 

coke combustion in the HTR, and vapor-phase combustion reaction of light oil in HTR, 

which appeared in the system due to LTO reactions and asphaltenes cracking. During the 

RTO test, the heat generation in HTR was observed to be induced by coke burning and 

vapor-phase combustion. 

To investigate the oxidation behavior and HPAI performance for carbonate oil field 3D 

numerical simulations of RTO and CT tests and its validation on the experimental results 

were provided (Section 3.2). Two sets of kinetic parameters were obtained for two adapted 

reaction schemes (the traditional reaction scheme (Table 3.11) and the modified one (Table 

3.17)) by the history matching procedure. The laboratory-scale HPAI numerical model 

with adjusted kinetic parameters for the traditional reaction scheme showed low 

predictability in RTO test simulations. Along with capturing the oxidation initiation 

temperature and general exothermic behavior, it did not reproduce NTGR. It gave around 

30% discrepancies in calculated and experimental values of produced fluids and gases after 

the history matching. The modified reaction scheme was proposed to increase the 

predictive power of the developed HPAI numerical model for carbonate oil field. The 

modification resulted in the incorporation of a bond-scission reaction of maltenes in LTR. 

The stoichiometry and initial kinetics were estimated based on the PDSC test and element 

analysis for the original and modified oil fractions used in the model. The laboratory-scale 

HPAI numerical model with adjusted kinetic parameters for the modified reaction scheme 

reproduced exothermic (two waves for the first five zones of the reactor) and endothermic 

fronts traversing the core pack during RTO test, NTGR (290°C - 350°C) and cumulative 

masses of produced fluids and gasses with not more than 1% deviation from experimental 

values. It should be mentioned that the combustion mechanism, in this case, assumes a 

relatively low rate of Coke combustion, which corresponds to the experimental 

observations. At the same time, the numerical simulations of MPCT experiment showed a 

good correlation with experimental results for both reaction kinetic models adapted to the 
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exclusion of produced carbon dioxide and consumed oxygen and the shape of the particular 

exothermic peaks. The discrepancies in these characteristics were significantly reduced 

after the history matching procedure in the case of the HPAI numerical model in which the 

modified reaction scheme was adapted. This result emphasizes the importance of RTO test 

in reaction kinetic scheme verification and construction of a feasible HPAI numerical 

model. The only HPAI numerical model validation on the CT test results does not 

guarantee its feasibility from the oxidation behavior point of view. As a result of MPCT 

experiment for the carbonate oil field, the oil recovery factor reached 0.89. The stable 

combustion front velocity was 18.1 cm/h, and the optimal airflow rate was equal to 220 

st.m3/m3. 

The proposed HPAI and ISC laboratory-scale numerical models for bitumen oil 

sands and carbonate oil field satisfactory matched the starting and ending temperatures for 

each oxidation regions resulting from RTO tests. However, numerically obtained 

temperature peaks located close to the NTGR did not replicate experimental ones well. 

That was because the mechanism undergoes the NTGR existence based on the vaporization 

of oil fractions for further combustion (Mallory et al., 2018). This fact significantly 

increases the importance of correct numerical simulation of phase transitions in 

multicomponent hydrocarbon mixtures and the investigation of the basic oxidation reaction 

model. There is an object for further studies since the problem of phase equilibrium is 

solved using the approximation of composition-independent k-values in CMG STARS. 

Such an approach does not sufficiently take into account the influence of oxidation 

processes on the structures of phase equilibria. 

In Section 3.3, the investigation of oxidation processes during HPAI in oil shales 

by applying a complex approach, including a set of oxidation experiments and 

complementary numerical simulation, was demonstrated. The oxidation behavior of 

Bazhenov shales was studied by RTO and PDSC tests. Based on obtained data and 

experimental observations, the basic set of chemical reactions was proposed. It can 

represent oxidation behavior and chemical changes of both oil and kerogen, occurring 

during HPAI process in Bazhenov Formation. Moreover, the corresponding kinetic 
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parameters were obtained based on experimentally estimated Arrhenius parameters for 

LTR and HTR and adjusted during history matching procedure for laboratory-scale HPAI 

numerical model was developed. During validation of the numerical model with the 

experimental results, it was revealed that kerogen or its derivatives undergo oxidation in 

several temperature regions. Therefore, it should be represented by individual pseudo-

components, which reflect their different physical-chemical properties. As a result, a 

minimum set of kerogen pseudo-components in the solid phase necessary for describing 

oxidation reactions in LTR and HTR and pyrolysis reaction was determined. On the one 

hand, when solid non-permeable components occupy pore space, this approach does not 

introduce kerogen into the hydrodynamic model as an organic matrix able to filter liquid 

and gas oil components. However, on the other hand, this one can be implemented using 

only the capabilities of CMG STARS commercial simulator adapted for reservoir 

engineers. Implementing the experimental work has made it possible to substantially 

reduce the uncertainties revealed in air injection modeling in oil shales.  

Notwithstanding all weaknesses of developed numerical models of HPAI and ISC have 

appropriate predictable power, they are adapted for a commercial simulator widely used 

by reservoir engineers. They are ready for being upscaled and used in full-field simulations. 

It was demonstrated during validation of presented numerical models against 1D 

laboratory-scale representation of HPAI and ISC processes, provided in CT tests. In 

addition, several developed numerical models, as they are, have already been used as a start 

model for full-field simulations in order to evaluate ISC and HPAI potential for the 

particular oil field. (Mukhina et al., 2020, Askarova et. al, 2020). As was mentioned in 

Askarova et. al, 2020, to upscale the earlier developed laboratory-scale HPAI numerical 

model (Khakimova et al., 2020) and to provide full-field simulations using SMG STARS, 

areal heterogeneity, displacement effectivity, and numerical algorithm convergence 

difficulties had been considered. 

In the second part of this study (Chapter 4), the Helmholtz and Gibbs energy 

minimization techniques were developed to describe the phase behavior of 

multicomponent hydrocarbon systems as an alternative to flash calculations. The proposed 
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algorithm was implemented in Matlab and allowed to solve non-linear constrained 

minimization problem by its reduction to linear minimization procedure with 

compositional space discretization in which the minimum is guaranteed (Ignizio, 1981). 

The algorithm was adapted for any number of phases and components. The problem with 

computation memory in multi-dimensional cases was solved by developing an optional 

iterative block within the proposed Gibbs energy minimization algorithm. It provided the 

consequent refinement of the discretized compositional space around the current optimal 

solution from the previous iteration. The Gibbs energy minimization algorithm was 

validated against the available experimental data (Billman et al. 1948; Davalos et al. 1976; 

Reamer et al. 1956; Hanson and Brown 2002) and compared with widely used flash 

calculations. It was revealed that the Gibbs energy minimization algorithm had a set of 

advantages. First, it was demonstrated on the set of examples that the parameters of 

hydrocarbon mixtures predicted by the proposed algorithm were closer to the 

corresponding experimental values than the parameters calculated using the iterative flash 

calculations, especially in the region close to the critical. Second, the computational 

complexity of the Gibbs energy minimization algorithm did not undergo a rise in the near 

critical region and kept constant. At the same time, the usage of a standard iterative flash 

calculations algorithm resulted in the increasing of the required computational time in more 

than an order of magnitude with approaching the critical region. The applicability of the 

proposed algorithm was shown for the multi-component hydrocarbon mixtures with non-

hydrocarbon species included (nitrogen and carbon dioxide) with the maximal total number 

of components - 11, which is even more than used for air injection-based EOR simulations. 

Besides, the Gibbs energy minimization algorithm can be implemented using GPUs, which 

will allow accelerating the calculations for high dimensional cases (then the number of 

components in the mixture is more than 5) and decrease the computational time in more 

than one order of magnitude (Boyer et al., 2017). 
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5.2 Conclusions 

 

1. The adaptation and history matching of ISC and HPAI performance laboratory 

experimental results for numerical modeling of air-injection based EOR for different types 

of reservoirs was provided. 

• 3D digital models of oxidation and combustion performance experiments (RTO and 

CT) were constructed using the thermal hydrodynamic simulator CMG STARS for 

further validation against experimental data.  

• During the validation, the adapted reaction and kinetic model to take into account 

kerogen oxidation behavior during HPAI in the organic-rich source rock was 

proposed. 

• During the validation of developed laboratory-scale HPAI and ISC numerical 

models, the improved reaction scheme and associated kinetic parameters describing 

HPAI process for medium oil carbonate reservoir and ISC for bitumen was 

provided. The importance of correct representation of phase transitions in 

multicomponent hydrocarbon mixtures during HPAI and ISC was described. 

• The developed HPAI and ISC numerical models were used as start models for full-

field simulations to evaluating ISC and HPAI potential for the particular oil fields. 

2. An alternative approach to calculating phase behavior in multicomponent multiphase 

hydrocarbon systems was developed. 

• Direct free-energy (Gibbs and Helmholtz energy) minimization technique was 

implemented for multiphase multicomponent hydrocarbon mixtures. The 

applicability of the proposed algorithm was shown for the multi-component 

hydrocarbon mixtures with non-hydrocarbon species included (up to 11 

components). The compositional refinement strategy for avoiding computer 

memory problems in the case of a large number of components was developed. 

• Validation of the implemented free-energy minimization algorithm on 

experimental data and iterative flash calculations was provided. It was revealed that 

the developed algorithm gives advantages in computational time and computational 

accuracy near the critical region in comparison to non-linear iterative methods. 
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5.3 Recommendations for future research 

 

The newly developed robust algorithm is a useful tool for further reactive transport 

code development, which describes multi-phase fluid flow in porous media associated with 

chemical reactions and its kinetics with significant temperature and volume effect and 

treats porosity and permeability evolution at different scales (Khakimova et al., 2019). The 

developed algorithm for phase equilibrium determination had been shown to be an external 

compositional solver. It allows calculating compositions and physical properties of the 

equilibrated phase, as a preliminary calculated lookup table for considered pressure-

temperature-composition (of any number of components) space (Vrijmoed and 

Podladchikov, 2015). Since it has no restrictions on the number of considered phases in 

compositional space, it could be extended to include species, which could form a solid 

phase that can be treated as a porous medium in a multiphase problem (Malvoisin et al., 

2015). Getting physical properties of solid phase, liquid, and gas phases, predicted by 

Gibbs/Helmholtz minimization technique, it could be possible to describe mass exchange 

and coupled changes for solid and fluids simulation of thermo-chemical hydrocarbon 

recovery processes (for organic-rich source rocks, carbonates, etc.). It should be mentioned 

that coupled changes in fluid-solid interaction during reactive fluid flow in porous media, 

based on analogous techniques, have already been demonstrated in the case of 

heterogeneous mineral reactions and isothermal processes (Malvoisin et al., 2015, Plumper 

et al, 2017, Beinlich et al., 2020). In this work, the predictive power of Gibbs/Helmholtz 

minimization technique was demonstrated for a set of molecular species (hydrocarbons, 

CO2, N2, etc.), considering as endmembers could form phases. Assuming the other level 

of abstraction and considering atoms (C, O, H, etc.) as phase (molecules) generating 

endmembers allows us to consider homogenous and heterogeneous reactions, finding the 

optimal combination of atoms at considered pressure-temperature-composition conditions. 

This approach will help to significantly reduce the number of uncertainties during thermal 

decomposition and oxidation kinetic parameters evaluation by history matching procedure 

for specific reaction schemes and pseudo-components forming. It should be mentioned that 

statement of applied problems (air-injection based and thermal EOR simulation) implies 
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sharp interfaces such as shocks and chemical reactions. Transport equations should be 

presented in the conservative form and solved using a finite difference approach on a 

staggered grid and characteristic-based Lax-Friedrichs different order schemes to treat the 

disintegration of discontinuities (Roe, 1986, Mallison et al, 2005). Besides, numerical 

models describing thermal EOR, such as HPAI or ISC, should be validated not only HPAI 

or ISC performance laboratory experiments but against analytical or semi-analytical 

solutions to ensure its correct numerical implementation. For this purpose, asymptotic 

solutions, developed by Zeldovich and Frank-Kamenetskii for flame (slow-wave, reaction 

front) propagation, which are becoming classical fundamentals in the theory of combustion 

(Zeldovich, & Frank-Kamenetskii, 1938, Zeldovich et al, 1985), could be considered. 

Moreover, finally, the problem of upscaling in the thermal EOR simulations arises 

since considered subprocesses (reaction and evaporation front, anisotropy, local 

heterogeneity of porous media properties, etc.) occur at different time and length scales 

(from 1 day to 1 year; from 1 cm to 1 km) (Gutierrez et al., 2011). There are several 

upscaling routines published in the literature, which are developed to capture local-scale 

processes and to approximate the developed model for subprocesses description. 

(Christensen et al., 2004; De Zwart et al., 2008; Druganova et al., 2010; Marjerrison and 

Fassihi, 1992; Van Batenburg et al., 2011) For example, the dynamic gridding technique 

makes it possible to refine grid cells near sharp fronts and to coarse grid cells in the other 

region. (Christensen et al., 2004) Nevertheless, there is no straightforward algorithm to 

tune the model in the case of a high heterogeneous reservoir and to choose the proper size 

of refining blocks for dynamic gridding, which significantly complicates the upscaling 

procedure.  

Instead of approximating the developed model for subprocesses description, one can 

accurately resolve these coupled processes, which requires a high-performance computing 

approach to achieve high spatial and temporal resolution requirements. In this regard, 

authors of the work (Alkhimenkov, Khakimova et al, 2020) developed a multi-GPU 

numerical implementation of the anisotropic elastodynamic equations (Biot’s equations, a 

well-known example of a coupled system with the ability to take into account anisotropic 
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behavior) that relied on a conservative numerical scheme to simulate in a few seconds wave 

fields for model domains involving more than 1.5 billion grid cells. It is possible to achieve 

90% effective memory throughput and close-to-ideal parallel efficiency (98% and 96%) 

on weak scaling tests on multi-GPU systems. Moreover, the effectiveness of parallel 

computing for “upscaling candidates” has already been shown by numerical results 

demonstration for resolving spontaneous channeling of porous fluids owing to 

decompaction weakening (Omlin et al., 2018; Räss et al., 2018; Räss et al., 2019; Duretz 

et al., 2019) in case of hydro and thermomechanical coupled problems.  
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Appendix A. Fugacity and fugacity coefficient 

Flash calculations assume determining the component fugacities. Let us consider the 

general relations for fugacities and fugacity coefficients that connect them to the EOS. 

With independent variables of temperature T  and volume V , we can formally write the 

Helmholtz energy as 

 
cNnnVTFF ,...,, 1 , 

where in  is the number of moles of each component, cNi ,,1  . The combined first and 

second laws of thermodynamics states give the following expression for the phase 

Helmholtz energy 
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Thus, we can rewrite this equality using chemical potentials and pressure as 
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where we assume the fixed temperature. We can use the last equation to express the change 

in the chemical potential due to the volume change: 
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Let us link this expression with fugacities. Fugacities are defined by the following 

expression 
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where i   and i  are the chemical potentials of component i  corresponding to two different 

states of the system (phase), if   and if   are the fugacities of component i  in these system 

states. Hence, we can express the change in chemical potential through the change in 

fugacity 
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Integrating this equation from the fixed phase volume 0V  to V , we obtain 
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We assume that all gases behave ideally when V  (Brusilovsky 2002; Danesh 1998). 
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Thus, we can rewrite the equation with integrals above as 
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Finally, we obtain the following expression for the fugacity 
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The fugacity coefficients are often used instead of fugacities. Fugacity coefficients are 

defined by the expression 
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Hence, we can write for the fugacity coefficients: 
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Z 0  is the compressibility factor (by definition). 
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Appendix B. SRK and PR cases 

In this study, we consider SRK and PR EOS (1). As shown in Appendix A, in order to 
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In order to obtain the fugacity coefficients, we need to integrate 

ijnVTin

p
















,,

 with respect 

to V . For simplicity, let us introduce the notation 

 2MM

1
nBV

BnRT

nBV

RT i





 , 

  M2M1

1

2

2

nBVnBV

Axn
cN

j

ijj










, 

 
    iB

nBVnBV

VnB
An 



















2

M2M1

21M21
M

2

3

2




 . 

Thus, we have 321

,,

 












ijnVTin

p
. It is reasonable to transform 2  and 3  in order 

to simplify the integration. 

    
.

11
22

M1M221M

1

M2M1

1

2 







































nBVnBVB

Ax

nBVnBV

Axn
cc N

j

ijj

N

j

ijj


  

 
   

 

    
   

.
2

2

1111

2

2

2

M2M1

M2121
M

2

M1M221

2

M

M

2

M1

2

M2M

M

2

M2M1

21M21
M

2

3











































































































nBVnBV

nBV
BAn

nBVnBVB

BA

nBVnBVB

BnA

B
nBVnBV

VnB
An

i

ii

i












 

Integration gives us the following expressions. 

 
 



































 

0

0

00
M

M2

MM

1 ln

V

i

V

V

i

V
nBV

BnRT
nBVRTdV

nBV

BnRT

nBV

RT
dV , 



157 

 

   
.ln

2
11

2

0 00
M1

M2

21M

1

M1M221M

1

2 














































































V V

N

j

ijj

N

j

ijj

V
nBV

nBV

B

Ax

dV
nBVnBVB

Ax

dV

cc






  

 

    
   

 
 

  
.

1

2
ln

11

2

2

2

11

11

2

00

0
0

0

00

M2M1

21M

2

M1

M2

21

2

M

M

M2M1M

M

2

M2M1

M2121M

2

M1M221

2

M

M

2

M1

2

M2M

M
3


























 






































































 













































































V

i

V

i

VV

ii

V

i

V

i

V

nBVnBV

BAn

nBV

nBV

B

BA

nBVnBVB

BnA
dV

nBVnBV

nBVBAn

dV
nBVnBVB

BA

dV
nBVnBVB

BnA
dV




















 

Now we can substitute the obtained integrals in 
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Thus, for the fugacity coefficients we can write 
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Using this relation, we can transform the expression for the fugacity coefficients and obtain 
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The fugacity coefficients are usually considered with parameters iA  and iB  in the following 

dimensionless form: 
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This form of the fugacity coefficients is the most popular form used in flash calculations 

(Danesh 1998; Orr 2005). 

In this study, we consider the Helmholtz energy of a multicomponent system. Our 

derivation of its expression implies an analysis of the fugacity expression. Hence, we can 
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Thus, in the particular case of SRK and PR EOS (1), we have 
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Appendix C. The derivatives of the Helmholtz energy 
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As shown in Appendix B, the derivatives of mixture parameters have the form 
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Substituting these derivatives in the expression above, we get 
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We use this expression in order to derive an explicit expression for the Helmholtz energy 

of a multicomponent mixture. 
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Appendix D. Additional results for binary mixtures 

We consider the methane—n-heptane, methane—carbon dioxide and ethane—carbon 

dioxide binary mixtures in addition to the methane—ethane binary mixture described in 

details in section Results. Figure D.1a shows the pressure-composition phase diagram for 

the methane—n-heptane binary mixture obtained by flash calculations (the methane—n-

heptane mixture considered at a temperature 344.3 K). Figure D.1b shows the same 

diagram obtained by the proposed Gibbs energy minimization technique. Colors and other 

designations in Figure D.1 coincide with Figure 4.14. The experimental data presented in 

Figure D.1 correspond to (Reamer 1956). 

Figure D.2 corresponds to the methane—carbon dioxide binary mixture (considered at a 

temperature 250 K). Figure D.2a shows the pressure-composition phase diagram obtained 

by flash calculations. Figure D.2b shows the same diagram obtained by the proposed 

Helmholtz energy minimization technique. Colors and designations coincide with Figure 

4.14. The experimental data in figure D.2 correspond to (Davalos et al. 1976). 

Figure D.3 corresponds to the ethane—carbon dioxide binary mixture (considered at a 

temperature 250 K). Figure D.3a shows the pressure-composition phase diagram obtained 

by flash calculations. Figure D.3b shows the same diagram obtained by the proposed 

Helmholtz energy minimization technique. Colors and designations coincide with Figure 

4.14. The experimental data in Figure D.5 correspond to (Davalos et al. 1976). 
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(a) 

 

 

(b) 

Figure D.1—Pressure-composition phase diagram for the methane—n-heptane binary mixture: a) 

Flash calculations; b) Gibbs energy minimization algorithm 

 

 

(a) 

 

 

(b) 

Figure D.2—Pressure-composition phase diagram for the methane—carbon dioxide binary mixture: 

a) Flash calculations; b) Gibbs energy minimization algorithm 
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(a) 

 

 

(b) 

Figure D.3—Pressure-composition phase diagram for the ethane—carbon dioxide binary mixture: a) 

Flash calculations; b) Gibbs energy minimization algorithm 
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Appendix E. Additional results for the methane—ethane—n-pentane 

ternary mixture 

We consider the methane—ethane—n-pentane ternary mixture in addition to the 

methane—ethane—carbon dioxide mixture discussed in section Results. Figure E.1a 

presents the ternary diagram for the methane—ethane—n-pentane ternary mixture 

obtained by flash calculations. The mixture is considered at a pressure 10 MPa and 

temperature 310 K. Figure E.1b presents the same diagram obtained by the Gibbs energy 

minimization technique. The rules for reading the ternary diagram in Figure E.1 correspond 

to (Brusilovsky 2002). The color scheme is the same as used in Figure 4.14: the transition 

from dark blue to dark red corresponds to an increase in the mole fraction of vapor from 

zero to one. White circles in Figure E.1 demonstrate the experimental boundaries of two-

phase region (Billman et al. 1948). 

 

 

(a) 
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(b) 

Figure E.1—Ternary phase diagram for the methane—ethane—n-pentane ternary mixture: a) Flash 

calculations; b) Gibbs energy minimization algorithm 

 


