
 

 
Skolkovo Institute of Science and Technology 

 
 
 
 
 

VANADIUM REDOX FLOW BATTERIES MODELING AND 
PERFORMANCE ANALYSIS 

 
Doctoral Thesis 

 
 

by 
 
 

MIKHAIL PUGACH 
 
 
 

DOCTORAL PROGRAM IN ENGINEERING SYSTEMS 
 
 

Supervisor 
Assistant Professor Aldo Bischi 

 
 
 
 
 
 
 
 
 

Moscow - 2020 
 
 
 

© Mikhail Pugach 2020 
  



2 

  

 I hereby declare that the work presented in this thesis 

was carried out by myself at Skolkovo Institute of 

Science and Technology, Moscow, except where due 

acknowledgement is made, and has not been submitted 

for any other degree. 

 

Mikhail Pugach 

Assistant Prof. Aldo Bischi 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



3 

  

Abstract 

Batteries are the key technology for the sustainable development of electrical grids 

with a high share of renewable power generation. Among different battery technologies, 

Vanadium Redox Flow Batteries (VRFB) are considered one of the most promising 

solutions for large-scale energy storage systems suitable for integration with renewables. 

Despite its competitive features (e.g., low self-discharge and long lifetime), the VRFB 

technology is still relatively young. Thus, the ways to better exploit their potential are still 

under investigation. VRFB modeling helps to achieve a better understanding of VRFB 

systems, simulates their behavior estimating and optimizing their performance for different 

applications before constructing expensive experimental facilities.  

However, to date, VRFB models are either too complicated, thus computationally 

demanding and not suitable for fast calculations needing real-time feedback, or 

oversimplified, thus not reflecting the peculiarities of VRFB technology. Hence, the 

development of modeling tools that would be a bridge between these two extremes is a 

decisive point for designing reliable and efficient VRFB systems. In this study, a 

computationally efficient 0-D model has been developed, targeting optimal balance 

between computational complexity and accuracy. The model is based on the general 

conservation principles of charge and mass transfer; hence it can simulate a wide range of 

VRFB systems with different sizes and specifications. The key feature of the model is the 

accurate simulation of internal processes based on analytical solutions. Such an approach 
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allows obtaining high accuracy (average error of less than 5%) while having low 

computational complexity simulating dynamic VRFB behavior in real-time.  

Leveraging upon the developed model, a methodology for estimation of the key 

VRFB characteristics under different operating conditions is proposed. The method is 

based on a set of simplified correlations that allow estimating VRFB rated power, capacity 

and operation time directly from the geometry of stack and tank without detailed numerical 

simulation of the battery. The proposed methodology improves state of the art, allowing to 

determine the battery power and capacity with an accuracy of 94% and define optimal 

VRFB usage protocols avoiding over/underestimation of committed battery energy and 

power. In addition, the model is deployed to design a feedback control strategy for 

electrolyte flow rate regulation. The proposed control ensures stable battery operation in a 

wide range of loads providing required battery performance at flow rates reduced by two 

times than the existing solutions, thus decreasing pumping losses by more than three times. 

To sum up, the modeling approaches developed in this work enable a better 

understanding of the main VRFB intrinsic features to determine the proper constraints for 

battery design and operating conditions necessary for long service life and reliable battery 

operation.  
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Chapter 1. Introduction 

 

The boom of renewable power generation requires new technological solutions to 

develop electrical grids with a stable power supply. The chaotic behavior of renewable 

energy sources requires large energy storage systems that can accumulate energy at high 

generation periods and release it when needed. In addition, several joint tasks related to 

power quality and grid optimization require the application of energy storage systems with 

flexible power ratings, high energy efficiency, long lifetime and high reliability. The 

International Renewable Energy Agency (IRENA) forecasts that for the pessimistic 

scenario, the installed power of wind plants will reach 2037 GW, and the power of solar 

plants will be around 1455 GW  by 2030. For the optimistic case, these numbers will be 

nearly 1,5 times more: 3227 GW and 2526 GW, respectively [1]. Such high renewable 

power generation, even in the pessimistic scenario, will create a need for stationary storages 

with a total capacity of 370 GWh that is nearly 12 times larger of the capacity of all 

stationary storages in 2019. In the optimistic case, this number will be nearly two times 

higher, exceeding 740 GWh [1]. As a result, the development of new technologies that 

could be used for the construction of large scale stationary storages is highly important for 

the stable operation of future electric power grids.     

Among different storage systems, the Redox Flow Batteries (RFB) are considered 

as one of the most promising technological pathways towards the development of large 

scale energy storage systems suitable for integration with renewables. RFB stores electrical 
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energy in the chemical form of electrolyte solutions converting it inside of electrochemical 

cells and storing the electrolytes in two separate external tanks. Thus, the energy and power 

are decoupled: applications requiring more energy only need larger volumes of the 

electrolytes, while more power can be obtained by adding more electrochemical cells.  

There are several types of RFB among which the Vanadium Redox Flow Batteries (VRFB) 

are the most matured technology that has already demonstrated rather good performance 

in the applications for large scale energy storage systems. Vanadispower flow batteries 

have been tested in Germany (0.3 MW / 1.3 MWh) [2] and in Italy  (0.45 MW / 1.44 MWh) 

[3]; UniEnergy Technologies storage system was deployed at commercial scale in 

Washington, USA, for load leveling (2 MW / 8 MWh) [4]; Hokkaido Electric Power Co 

Inc (HEPCO) commercial solutions are currently under construction in Japan for 

intermittent balancing and load leveling [5]. 

Moreover, VRFB might be especially interesting for Russia, which is one of the top 

vanadium producers worldwide [6]. Thus, having a good excess to raw vanadium, Russia 

could produce very competitive VRFB systems that could be attractive both for internal 

and European markets.  

Despite the competitive features, the VRFB technology is still rather young, and 

thus, there is no clear vision of how it can be leveraged for the specific tasks of electrical 

power grids. Modeling of VRFB is a strong tool that can provide a better understanding of 

VRFB systems, simulate their behavior and estimate their performance in the context of 

different application tasks before construction of expansive pilot plants and experimental 
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facilities. However, the models developed for simulation of VRFB systems to date are 

either too complex, and thus, applicable only for simulation of small lab-scale systems 

(several W) or too oversimplified and do not reflect the peculiarities of VRFB technology.  

As a result, the development of new modeling tools that would be a bridge between these 

two extremes is a key point for the further development of efficient VRFB systems. 

1.1 Objectives of the work 

This work aims to develop modeling tools for simulation of VRFB systems that 

should assist the researchers and engineers in better understanding of main VRFB intrinsic 

features and allow determining the proper constraints of battery design and operating 

conditions. Targeting that, the development of a mathematical model that would simulate 

dynamic VRFB behavior has been a thesis objective. Towards this respect, the model 

accuracy has always been considered together with a computational efficiency aiming at 

an optimal tradeoff between these two opposite entities. At the same time, the model 

flexibility has been set as another important criterion to simulate VRFB systems with 

different sizes and specifications. As a result, the model also has the long term objective to 

serve as a basis for the development of a methodology for the determination of proper 

battery usage protocols and control algorithm of internal VRFB parameters to improve 

battery efficiency and reliability. This is especially related to the development of VRFB 

systems with high efficiency, long service life and reliable operation. 
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1.2 Thesis structure 

The current chapter gives an overview of the thesis, describes the general concept 

of the work, structure of the research and scientific novelty.  

Chapter 2 describes the main trends in modern power systems and the central role 

of Electricity Storage Systems (ESS). A short overview of different storage technologies 

is presented. Their classification for different applications is performed considering their 

technical indicators. After that, the capital cost is discussed and the most promising ESS 

for large scale applications are highlighted, pointing out the VRFB as one of the most 

prospective technologies, especially concerning conventional batteries. The main 

advantages and disadvantages of the VRFB technology and its comparison with other 

storage systems is performed, showing a good potential of VRFB for the development of 

large scale storage systems.    

Chapter 3 describes a zero-dimensional mathematical model of VRFB able to 

simulate its dynamic behavior under different operating conditions such as loading currents 

and electrolyte flow rates. The model is successfully validated with original experimental 

data. First, the general working principle of the VRFB systems is discussed and the 

fundamental physical processes taking place inside the battery are described. After that, a 

zero-dimensional model is derived and presented as a dynamical model for mass transfer 

between the cell and the tanks, and the electrochemical model for the battery voltage 

calculation. The key point of the presented model is a detailed simulation of crossover 

across the membrane that significantly improves the accuracy of the considered simulation 
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approach as compared to state of the art. The presented model is validated for different 

loading conditions demonstrating good agreement with experimental data (with an average 

error less than 5 %).  

Chapter 4 is devoted to the investigation of the energy losses in the VRFB systems 

during their operation. Fist, an original methodology for estimation of the key battery 

characteristics is proposed. The method is based on a set of simplified correlations that 

allow estimating VRFB rated power, capacity and operation time directly from the 

geometry of stack and tank without detailed numerical simulations of the battery. The 

approach is verified with the data obtained by the numerical simulations within the 

validated model presented in Chapter 3. Such a simplified approach allows estimating 

battery performance separately in charging and discharging operation that can significantly 

improve the energy performance assessments of real VRFB systems. The proposed 

approach is validated considering the most representative cases of battery operation 

strategies related to slow and fast charge-discharge demonstrating high accuracy with an 

average deviation less than 6% regarding the results of detailed numerical simulations (the 

conventional approach with constant efficiencies demonstrated notably lower accuracy 

with an error of 40% for the same cases).  

Chapter 5 is devoted to the development of a control strategy for electrolyte flow 

rate regulation. First, a methodology for the classification of flow rate control tasks is 

proposed. The methodology provides guidelines for the development of simple but robust 

feedback control algorithms based on the hierarchical control logic with the 
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implementation of multistage controller design. In addition, an original approach for the 

determination of optimal voltage reference is presented. The approach allows tuning the 

control algorithm according to specifications of the considered VRFB system without a 

thorough knowledge of hidden (not measurable) internal parameters and can be easily used 

for determination of optimal flow rates in real systems where the voltage reference can be 

determined from direct experimental measurements of charge-discharge curves at different 

flow rates. After that, a control algorithm for flow rate regulation is developed, relying on 

the dynamical model described in Chapter 3. The designed controller ensures stable battery 

operation under dynamic loading conditions tracking the reference trajectory with high 

accuracy (average error less than 0.0005%) while decreasing pumps energy consumption 

by more than three times as compared to the existing solutions. 

Chapter 6 presents the conclusions of this work. The main results of the previous 

chapters are summarized,  indicating their importance and future application.  

1.3 Scientific novelty 

 Development of an accurate zero-dimensional model for simulation of VRFB 

dynamic behavior under different operating conditions. 

 Detailed simulation of crossover phenomenon using an analytical solution obtained 

in the framework of a macroscopic approach elaborating it with main modes of ions 

transport across the membrane adopted from microscopic models.   



30 

  

 Development of an approach for determination of mass transport coefficient on the 

surface of the electrode that allows simulating mass transport losses according to 

specifications of the electrodes and cell structure. 

 Development of simplified and reliable (error less than 5 %) analytical approach 

for estimation of main battery indicators (rating power, capacity and time) at different 

loading conditions. The method is based on a set of simplified correlations that allow 

estimating VRFB rated power, capacity and operation time directly from the geometry of 

stack and tank without detailed numerical simulation of the battery. 

 Design of efficient and robust feedback controller that ensures stable battery 

operation under drastically changing loads while minimizing flow rates, thus reducing 

pump losses and mechanical stress of the hydraulic system, and thus, improving the 

reliability of the VRFB. The control algorithm is designed in the framework of a multilevel 

control paradigm with the application of the original approach for the determination of 

optimal voltage reference.  
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  Chapter 2. Electricity storage: why vanadium? 

2.1 Introduction 

Renewable energy generation has significantly increased in the last decay due to 

notable cost reduction, innovations and policy support. For example, the global installed 

power of wind plants had increased from 416 GW in 2015 to 624 GW in 2019 while the 

power of solar plants increased from 222 GW in 2015 to 583 GW in 2019 (Fig. 1). 

According to the forecast of the International Renewable Energy Agency (IRENA) 

published in April 2020 (Fig. 1), these numbers will significantly increase in the next 

decades. In the pessimistic scenario by 2030, the renewable generation will present nearly 

20% of the total power generation with an installed power of solar and wind plants around 

2037 GW and 1455 GW, respectively. In the optimistic scenario, the share of renewables 

is expected to reach 35%, and the installed power of solar and wind plants will grow to 

3227 GW and 2526 GW, respectively [1]. In the scenario by 2050, for the pessimistic case, 

the wind and solar generation are expected to reach 4474 GW and 2434 GW respectively 

while, in the optimistic case, these numbers will be nearly doubled, reaching 8828 GW and 

6044 GW. Such rapid expansion of renewable generation creates a need for a more flexible 

energy system to ensure reliable and cost-effective operation of power systems with large 

shares of variable renewable energy resources. 
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Fig. 1. The forecast for wind and power installations in 2030 and 2050 [1].  

Electricity Storage Systems (ESS) is seen as a prominent solution to address many 

technical and economic challenges of renewables integration due to their unique 

capabilities to absorb, store and then reinject electricity. ESS can provide a wide range of 

services supporting solar and wind integration, also addressing some of the new challenges 

related to variability and uncertainty of solar and wind power generation. Thus, the boom 

of renewables is expected to lead to an increase in stationary ESS installations. In the 

pessimistic scenario, the global capacity is expected to reach 370 GWh by 2030 and 3400 

GWh by 2050, while in the optimistic case, these numbers can be significantly larger: 745 

GWh by 2030 and 9000 GWh by 2050 (Fig. 2) [1]. 
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Fig. 2. The forecast for stationary storage installations in 2030 and 2050 (IRENA) 

[1]. 

In addition, ESS can participate in capacity and ancillary services markets, offering 

grid services related to primary and secondary reserves. Indirectly storage can support cost 

reduction, cutting down the need for generation and transmission capacity by reducing the 

need for peaking plants and easing line congestion. ESS can also support the integration of 

distributed renewables and the active participation of prosumers in demand management, 

reducing average electricity bills of households. Thus, ESS can efficiently provide multiple 

services simultaneously, improving reliability and increasing the profitability of power 

systems. In order to do that, ESS should have high efficiency, flexible design, long lifetime 

and high tolerance to instabilities of external conditions. 

2.2 Main types of ESS 

ESS technology refers to the process of converting energy from one form (mainly 

electrical energy) to the other form that can be stored in various mediums; then, the stored 

energy can be converted back into electrical energy when needed. Further, we consider the 

main types of technologies that have already shown their applicability for power systems 

services (that will be discussed in the next section). There are several suggested methods 

for the classification of various ESS technologies considering their functions, response 
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times, and suitable storage durations. One of the most widely used methods is based on the 

form of energy stored in the system, which can be categorized into:  

Mechanical energy storage technologies (electricity at first is converted into 

mechanical energy and then stored as kinetic or potential energy). The main technologies 

of this type are represented by Pumped Hydro Storage (PHS) [7,8], Compressed air energy 

storage (CAES) [9] and Flywheels [10,11]. In PHS, the electricity is stored in the potential 

energy of water in the upper reservoir, while in CAES the energy is stored in the potential 

energy of compressed air and in Flywheels – in the kinetic energy of rotating wheels. 

Chemical energy storage technologies (electricity is converted into potential 

energy of chemical compounds). Depending on the chemical process, there are several 

types of such storage technologies that in general can be called as Power-to-X (PtX): 

Power-to-Gas (PtG) that is based on the synthesis of gaseous fuels (e.g., methane) [12,13], 

Power-to-Liquids (PtL) with a synthesis of liquid fuels and Hydrogen based on the 

hydrogen produced by excess electricity within electrolysis [14,15]. The generated fuels 

and gases can be further used for the generation of electricity or in other parts of the 

industry as an energy source. 

Electrical energy storage technologies (electricity is directly stored as the 

potential energy of electrostatic or magnetic fields). The main technologies of this type are 

presented by Super Capacitors (SC) and Superconducting Electromagnetic Storage 

(SMES). In SC, the electricity is stored in the potential energy of the electric field [16], 

while in SMES, the magnetic field is used instead [17,18].  
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Electrochemical energy storage technologies (electricity is stored as the potential 

energy of electrochemical reactions). The main technologies of this type are presented by 

conventional batteries and Redox Flow Batteries (RFB). The conventional batteries (e.g., 

Li-ion, Lead acid, NaS) are formed by solid electrodes (anode and cathode) composed of 

active species participating in electrochemical reactions [19], while in RFB, the reactants 

are contained in liquid electrolytes [20].   

2.3 ESS application 

Application of ESS technologies can be mainly classified into two large groups: 

energy applications related to larger storage capacity for long term oscillations (seasonal 

or daily) and power applications, larger rated power for mitigations of short-term 

fluctuations (e.g., below 15 minutes) [21,22]. 

The following tasks mainly present energy applications: 

Intermittent balancing is a storage of energy for the smoothing instability of 

renewable energy sources (RES) by storing excess electricity at the periods of high 

generation and providing it into the grid when the generation is low. In this task, ESS is 

used to cover different variations of RES from hours to months. 

Load leveling is a storage of excess electricity to distribute the load during the day 

storing energy at low consumption and injecting it in the grid at peak hours.  Charging and 

discharging processes take place in long time ranges, and the amount of stored energy 

(charging) and produced energy (discharging) are relevant.  



36 

  

Time shifting (or Arbitrage) is the storage of electricity at a low price to use or sell 

during peak hours and thus increasing the revenue.  

The following tasks mainly present power applications: 

Peak shaving is a storage of excess electricity to fulfill the demand in peak hours 

[23], charging and discharging processes take place in short time ranges and the amount of 

stored energy (charging) and produced energy (discharging) are modest.  

Primary frequency regulation is a reserve of generating systems (which are working 

in the idling regime, spinning reserve) for a grid to be able for fast response in case of an 

occasional fast increase in the generation (or decrease in load). ESS can be used instead of 

a spinning reserve [24]. 

Power quality is the storage of electricity to ensure a stable voltage and frequency 

in the power supply when the power grid has instabilities. 

Depending on the required discharge time and rated power of the storage system, 

the described tasks can be presented by the area of the squares on the graph (Fig.3), where 

the red dashed line shows the area of RFB application that will be discussed in the next 

section (Sec. 2.4). 
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Fig. 3. Different tasks of electrical energy storage in grids [25]. 

2.4 Technical indicators of ESS 

Technical indicators describe the performance of the ESS, therefore allow 

estimating its applicability for different real-world applications. They can be presented by 

the following pointers that are summarized in Table 1:   

Power rating is a nominal power provided by the storage during operation; 

Energy rating is an amount of energy that can be stored in the technology;  

Discharge time is a duration of the discharge phase at nominal power; 

Response time is a time that required for the ESS to respond to the changes in the 

operating conditions (switch on/off, switch between charge and discharge modes, 

decrease/increase of power generation); 
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Self-discharge rate is a ration of lost energy to the storage capacity during stand-by 

periods; 

Suitable storage duration is a typical period of time during which the technology 

can hold the stored energy;  

Efficiency presents the overall energy efficiency that is calculated as the ratio of 

energy exiting of the device over the energy entering into the device.  

Lifetime is the time when the technology can operate without the replacement of 

principal components (power and storage units).   

 

ESS 
technology 

Power 
rating 
(MW) 

Energy 
rating 

(MWh) 

Disch
arge 
time 

Respon
se time 

Self-
discharge 
(%/day) 

Suitable 
storage 

duration 
Efficiency 

Lifetime 
(years) 

Cycles 

PHS 
100- 
5000 

1000+ 
24 h 

+ 
3 min 

very 
small 

h-month 70-85% 50 N/A 

CAES 5-500 1000+ 4 h 10 min 
very 

small 
h-month 45-70% 20-40 N/A 

Flywheel 0.1-100 up to 5 s-min ms-s 50% s-min 85-98% 15-20 
up to 

100000 
Conv. 

batteries 
(Li-ion) 

0.001-
50 

up to 
100 

s-h ms 0.1-0.3% min-h 70-85% 7 
5000 

RFB 
0.001-
500 

up to 
1000 

s-10 h ms 
very 

small 
min-day 70-85% 20 

up to 
100000 

SC 
0.001-

10 
0.1 ms-h ms 20-40% s-h 85-98% 10-20 

100000
+ 

SMES 
0.001-

10 
0.1 

ms-
min 

ms 10-15% min-h 85-98% 15-20 
100000

+ 
PtX 

(PtL/PtG) 
0.1- 

10000 
1000+ 

24 h 
+ 

min 
very 

small 
h-month 30-45% 30 N/A 

 

Table 1 shows that energy storage technologies have some advantages and 

limitations that determine their technical suitability for specific services in power systems. 

As it was discussed before in Sec. 2.3 the storage applications can be mainly classified into 

two broad groups (energy and power services) that determine two opposite boundaries. 

 Technical indicators of ESS [26,27]. 
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The first boundary presents energy-related services with the storage of large 

amounts of energy for an extended period (intermittent balancing, load leveling and time 

shifting). Such applications require storage technology with large energy capacity and low 

self-discharge; as a result, PHS and CAES are typically applied for such tasks. However, 

these technologies have a slow response and low energy efficiency, also requiring a 

specific location. All of these factors significantly limit their prevalence.  

The second boundary presents power related services with the release of significant 

energy amounts in a short period (primary regulation, power quality). Such applications 

require storage with a high power rating and fast response time. Typically, Flywheels and 

supercapacitors are applied for the provision of such services. However, these technologies 

have colossal self-discharge and thus are not applicable for long storage durations.  

Batteries fill the gap between these two boundaries having fast response time and 

extended discharge duration. Nevertheless, different batteries technologies have different 

intrinsic features (scalability, discharge duration, toxicity) that place them closer to the first 

or the second boundary. Among various batteries technologies, RFB has the broadest range 

for power and energy ratings due to their unique features (separate scaling of power and 

capacity and very low self-discharge) that will be discussed in the next section 2.4.  

In addition to technical indicators, it is also essential to consider the economic 

aspects of the technologies by looking at the capital cost of power and energy units (Fig.4). 

As can be seen, PHS and CAES have a meager capital cost of energy, and thus, they can 

be used for the construction of cheap storage systems with large capacity. At the same time, 
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the increase of their power is rather expansive due to the high capital cost of power units.  

Hence, the economic analysis also supports the application of these technologies for bulk 

energy storage. On the contrary, the Flywheels and SC have an enormous capital cost of 

energy and thus are not feasible for the construction of large-capacity storage, while their 

capital cost of power is very low that reinforces their application for power-related services. 

Batteries are in the middle of these two extremes having a capital cost of power in the same 

order of magnitude as PHS and CAES, while their capital cost of energy is significantly 

lower than the price of SC and Flywheels. In addition, it should be noted that among the 

batteries technologies, the RFB demonstrates the lowest capital cost both for power and 

energy, hence, presenting the most economically attractive solution for storage with 

flexible power and energy ratings.      

 

Fig. 4. The capital cost of energy and power units for different storage technologies 

[25,26]. 
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Another important indicator is related to energy and power densities as they allow 

estimating the size of the storage facility for each technology. As can be seen from Fig. 5, 

PHS and CAES have deficient power and energy density (less than 10 W/L and 10 Wh/L), 

and thus, they require a lot of volume for construction that restricts their application (in 

addition to specific location requirements discussed above) only for stationary storage 

systems where sufficient space is available excluding for example urban applications. On 

the other hand, SC, SMES and Flywheels have large power density that makes them 

applicable for storage services where high power needs to be provided, e.g., fast-charging 

electric vehicles. Batteries have the widest range of energy and power densities, e.g., Li-

ion has the highest numbers (2000 W/L and 400 Wh/L) while VRFB has significantly 

lower values (5 W/L and 40 Wh/L) that also determines different areas for their application.  

Having lower energy and power density, VRFB technology is considered for 

stationary storage applications. In addition, the strong feature of VRFB related to fast 

response time, a wide range of operating state of charges, good tolerance to deep discharge 

make them suitable for multiple secrecies related to energy and power storage applications 

discussed above. 

On the grid scale level, VRFB also can be compared with NaS batteries, which also 

have found application as large energy storage. Positive and negative electrodes of NaS 

batteries are composed of molten sulfur and molten sodium, respectively. Hence, for these 

materials to be presented in a liquid state, the battery must be kept at high temperatures 

(290 – 360 0C). During working cycles, NaS batteries are able to keep such temperatures 
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by themselves. A special feature of NaS batteries is the ability to operate in a pulse power 

mode when the battery can provide electricity in a power rate several times higher than the 

nominal power rating for periods ranging from seconds to hours. However, during standby, 

when there are no reactions generating heat, NaS batteries use electric heaters to keep their 

temperature over 290 0C that causes high self-discharge (20 % / day) [28]. For these reasons 

NaS are not suitable for long term energy storage and are currently considered mainly for 

power applications. Another drawback of NaS batteries is that molten sodium is hazardous 

material for the environment as it is combustible if exposed to water.  

 

Fig. 5. Energy and power density of different storage technologies [22]. 

To understand the suitability of different technologies, they can be plotted in the 

simplified graph (Fig. 6) where the area of their application is sown by the rectangular 

boxes (the color of the boxes reflects energy efficiency), taking into account their intrinsic 
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features as response time, power and energy ratings, self-discharge, suitable discharge 

duration and capital cost of power and energy units.   

 

Fig. 6. Applicability of different stationary storage technologies [25]. 

As can be seen from Fig. 6, only RFB can be applied in the wide range of rated 

powers and discharge times, thus covering nearly all tasks of storage systems in the grid 

that was discussed in Sec. 2.3 and plotted in the same coordinates (Fig. 3). On the one hand, 

RFB has a wide range of energy ratings and goes close to PHS and CAES being suitable 

for bulk energy management services. On the other hand, RFB is close to Flywheels, SC 

and SMES due to fast response time and a broad range of power ratings, and thus, being 

suitable for power quality services. Hence, RFB technology has excellent potential for 
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development solutions “all in one” when the same storage unit can be used for multiple 

services simultaneously that gives more flexibility for power systems optimization.  

2.5 Redox Flow Batteries  

Conventional batteries are devices that store electrical energy in the form of 

chemical energy of reduction and oxidation reactions. A typical battery consists of three 

main elements (Fig. 7) [27]:  

 positive electrode; 

 negative electrode; 

 electrolyte.  

Materials of electrodes have different electrochemical potential that provokes 

spontaneous reduction (on the cathode) and oxidation (on the anode) reactions generating 

external electrical current when the circuit is closed for discharge cycle [23,27]. These 

electrochemical reactions are reversible, and thus, the battery can be recharged by applying 

an external voltage [23]. Fig. 7 shows the cathode, anode and current direction in charge 

and discharge cycles, where, due to the definition, the cathode and anode are the opposite 

in charge and discharge phase. Thus,  further, we use a standard convention where the 

names of electrodes (positive and negative) are fixed for charge ad discharge.  

The battery performance mainly depends on three indicators:  

 depth of discharge (DOD), which shows the amount of used energy in respect to 

the storage capacity: full charged battery has 0% DOD, while the empty battery has 

100% DOD (as a general rule coming from experimental evidence but 
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quantitatively depending on specific battery technology, high DOD cycling results 

in a shorter battery lifetime [27]); 

 discharge and charge rates, which means how fast a battery can be discharged or 

charged, that is usually connected with energy to power ration and depends on the 

specific battery technology (e.g., Li-ion has a rigid charge rate as their power and 

capacity are bound, while for RFB this number is very flexible due to independence 

of power and energy ratings); 

 battery operating temperature, the broader range of operating temperatures is 

better; however, usually, batteries work in a rather narrow range of temperatures, 

and thus, require additional auxiliary systems for their heating or cooling.  

 

 

Fig. 7. Conventional battery operation during charge and discharge cycles  

Redox Flow Batteries specific features  
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RFB works in the same principle as conventional batteries, but they have a different 

configuration. Typical RFB configuration consists of (Fig. 8): 

 electrochemical cell (1); 

 tanks with electrolytes (2); 

 pumps (3).  

 

Fig. 8. Flow battery working scheme, namely Vanadium one.  

The electrolyte (primarily stored in the tanks) is based on the two soluble couples 

(in Fig. 8, the solution is comprised of vanadium couples V2+/V3+ and VO2+/VO2
+) and is 

pumped through the cell where electrochemical conversion takes. In charge mode, the 

electrolyte is reduced at the cathode and oxidized at the anode. Thus, the excess electrical 

energy from the grid is stored in the electrolyte chemical energy. During discharge, the 

above-mentioned electrochemical reactions go in the opposite direction, releasing electrons 

in the external circuit and producing additional electrical power. Depending on the 
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electroactive species used in the electrolyte, flow batteries can be classified into different 

categories [24,27]: Vanadium redox flow battery (VRFB), Zinc bromine battery (ZBB) and 

Polysulfide bromide battery (PSB). 

Zinc-bromine battery (ZBB) uses a zinc-bromine solution as electrolytes for both 

tanks. During the charge phase, metallic zinc is disposed on the negative side, while 

elemental bromine is formed on the positive electrode [27]. The zinc and bromine ions 

migrate to the opposite electrolyte through the micro-porous separator to achieve charge 

equalization.  

Polysulfide-bromide battery (PSB) uses sodium polysulfide and sodium bromine 

solutions stored in two separate tanks [24]. During the discharge, a solution 

of sodium disulfide (Na2S2) is pumped to the negative electrode where sodium disulfide 

becomes sodium polysulfide (Na2S4). At the same time, on the positive side, sodium 

tribromide (NaBr3) transforms into sodium bromide (NaBr). The solutions in the cell are 

separated by a polymeric membrane that is permeable only for positive sodium ions, which 

transfer from one side to the other to equalize electric charge in the cell [23].   

Vanadium Redox Flow Battery (VRFB) works with vanadium ions in both 

electrolytes as vanadium is available in 4 different valences, and thus, can be used in 

positive and negative sides: the positive electrolyte (catholyte) uses VO2+/VO2
+ redox 

couple and the negative electrolyte (anolyte) uses V2+/V3+ redox couple.  

Energy efficiency of these RFB technologies lies in the range of 65 – 75%, in addition, all 

of them have rather fast response time (ms) and good tolerance to deep discharge. Speaking 
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about material selection, there are more expensive materials as vanadium, or more common 

and cheap as zinc and sodium. The solubility of active species used in ZBB and PSB is 

higher than the solubility of vanadium salts used in VRFB solutions resulting in two times 

higher energy density (80 Wh L-1) than VRFB (40 Wh L-1). Nevertheless, ZBB and PSB 

have some shortcomings in comparison to VRFB technology that limited their applications. 

For example, ZBB requires a specific recirculation system to handle a thick bromine oil 

flow to the bottom of the tank, while PSB has pure cycle life (approx. 2000 cycles) [27]. 

In addition, VRFB solution is non-toxic electroactive material, while ZBB and PSB have 

corrosive bromine solutions and bromine itself is a toxic material that requires special 

handling [29]. Moreover, using vanadium in both sides prevents cross-contamination and 

VRFB can work without capacity fade that is not the same for ZBB and PSB. All these 

factors made the VRFB technology more attractive for practical applications than the other 

RFB types. Therefore, further, we will focus on the investigation of VRFB systems. 

RFB cells and stacks 

A typical RFB cell (Fig. 9) is formed by two half-cells constituted of:  

 current collector (that collects electrons providing them to the external circuit); 

 graphite plate with channels (where electrolyte flows through); 

 porous electrode (where redox reactions take place). 
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Fig. 9. Electrochemical cell construction [30]: end plate (1), current collector (2), 

graphite plate with channels (3), silicon gasket (4), porous electrode (5), membrane (6).  

Depending on the ways how electrolyte passes through the cell, there are two 

different cells’ concepts: flow-by and flow-through configurations (Fig. 10). 

In the flow-through configuration, the only way for electrolytes to go through the 

cell is to percolate through a thick porous electrode.  

In flow-by configuration, the electrolyte flows in the channels inside the graphite 

plate partially diffusing in the porous electrode, which contacts with channels. 

 

Fig. 10. Flow-by and flow-through configurations. 
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The two half-cells are separated by the membrane to prevent the mixing of positive 

and negative electrolytes (some active species ions can also transfer across the membrane 

(crossover), leading to side reactions, which result in self-discharge of the battery). The 

membrane is permeable for cations, cation exchange membrane (CEM), or anions, anion 

exchange membrane (AEM), that go through it and complete the electrochemical circuit to 

provide continuous occurrence of electrochemical reactions, which generate electricity. 

Usually, the voltage of a single cell is about 1.5 V, thus to obtain higher voltages, 

the cells are joined together in the stack (Fig. 11). Typical fuel cell stack design with bipolar 

plates is used to connect one cell with the other.  

 

Fig. 11. VRFB cells stack. 

Advantages of Redox Flow Batteries 

The RFB configuration gives several benefits that determine a wide range of 

suitable tasks for the application of this technology. First, the topology of flow batteries 

allows separating the power rating and energy capacity: power depends on the number of 

cells in the stack, while capacity is connected with the volume of electrolytes in the tanks 
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(Fig. 12) [31]. As a result, both of these characteristics can be scaled up independently and 

RFB facilities can be easily scaled up to 1 GWh [32].  

 

Fig. 12. Increase of RFB power and capacity. 

In addition, such a modular design provides excellent flexibility for the design of 

individual storage systems according to the user’s specifications. Moreover, storage of 

active species in the separated tanks results in very low self-discharge (related to reactions 

in the stacks occurring between electrolytes from different half-cells due to the transfer of 

active ions across the membrane), allowing to use RFB systems for storage of large 

amounts of energy and for long periods. Secondly, the active species contained in the liquid 

electrolyte can be fully used in charge-discharge operation without risk of damage. Thus 

RFB has a good tolerance to deep discharge that provides additional flexibility for a set of 

optimal operating constraints. Finally, the RFB has a rather long lifetime (20+ years, 
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several tens thousands of cycles) that makes this technology competitive in long-term 

operation as RFB can work during this time without replacement of main internal 

components.  

2.6 Vanadium redox battery (VRFB) 

As it has been mentioned before, Vanadium Redox Flow Battery (VRFB) is one of 

the most mature types of flow batteries that uses vanadium ions in both electrolytes as 

vanadium is available in 4 different valences, and thus, can be used in positive and negative 

sides: the positive electrolyte (catholyte) uses VO2+/VO2
+ redox couple with the redox 

potential of 1 V (at 298 K) and negative electrolyte (anolyte) uses V2+/V3+ redox couple 

with the redox potential of -0.26 V (at 298 K). During the charge phase, V3+ ions become 

V2+ ions at the negative electrode, while VO2+ ions become VO2
+ ions at the positive 

electrode [33,34]: 

Negative electrode: 3 2V e V          (1) 

Positive electrode: 2
2 2 2VO H O VO H e          (2) 

In the discharge phase, the reactions go in the opposite direction. 

In addition, the solutions with different vanadium valences have different colors 

that also help to estimate the VRFB state of charge (Fig. 13). In the charge state, the anolyte 

contains mainly (about 90%) V2+ ions and thus has a violet color, while the catholyte 

contains mainly (about 90%) VO2
+ ions and has a yellow color. In the discharge state, V2+ 

ions transform to V3+ ions, and the anolyte changes color to green, while the VO2
+ 

transforms to VO2+ changing catholyte color from yellow to blue.  
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Fig. 13. Colors of vanadium electrolyte contained different vanadium ions [35]. 

Moreover, vanadium can be easily transferred from one valence to the other one as 

the reactions between these states are fully reversible. Hence, the degradation of the 

electrolyte caused by the vanadium ions crossing over the membrane can be mitigated by 

the special rebalancing procedures that allow recovering the initial state of electrolyte. 

Thus, VRFB works without capacity fade.  (Fig. 14), while such an option is not available 

for conventional solid batteries.   

 

Fig. 14. Battery capacity in cycling operation [36]. 

VO2
+ VO+2 V3+ V2+ 
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The capital cost of VRFB per unit of energy stored is another strong point of this 

technology in comparison to other types of batteries. According to the latest data from 

IRENA provided in April 2020, the VRFB capital cost is 268 $/kWh, which is nearly two 

times lower than the price of Li-ion batteries (466 $/kWh) and NaS batteries (436 $/kWh) 

[26]. 

Speaking about weak points of VRFB technology, one should highlight that due to 

a rather low solubility of vanadium compounds in the sulfuric solution, the VRFB has low 

energy density (ca. 25 Wh L-1) that is ten times lower as compared to Li-ion batteries (ca. 

400 Wh L-1) [26]. As a result, VRFB has limited applicability for non-stationary electricity 

storage services. Another concern is related to precipitation of vanadium ions (presented 

by V2O5 compound) at the electrolyte temperatures higher than 500C that restricts operating 

limits related to loading currents [26].  

2.7 VRFB capital cost 

The capital cost of VRFB is mainly formed by the cost of the ion-selective 

membrane (or separator) [37] and the cost of electrolyte. The membrane (or separator) cost 

presents nearly a third part of the total capital cost of the VRFB facility (Fig. 15). Besides, 

the price of vanadium plays a vital role in the capital cost of VRFB. Its share can be 

exceptionally high for large-scale systems (MWh), where it can present nearly half of the 

total battery cost [38].  
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Fig. 15. VRFB capital cost structure for  1 MW/ 4 MWh system [38], PCS – power 

conditioning system (inverter, converter, battery management system). 

Russia is among the leading countries for vanadium resources having ¼ of the 

global vanadium reserves (Fig. 16) [39]. Thus, with available vanadium resources, the 

VRFB technology can be very attractive for Russian manufacturers that could produce very 

competitive VRFB systems both for internal and European energy markets.    

 

Fig. 16. Vanadium reserves in the world [39]. 
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2.8 Conclusions 

The share of renewable power generation is constantly increasing since the last 

decades. Due to their intermittent nature, renewable energy sources need to be balanced by 

energy storage systems to ensure stable energy supply. Electric energy storage systems 

with flexible energy and power ratings, long lifetime, and low operational costs are 

required. In the framework of these constraints, Vanadium Redox Flow Batteries (VRFB) 

are among the most promising solutions, which can tackle these challenges due to their 

strong features:  

 modularity and independent scalability of capacity and power ratings; 

 very low self-discharge; 

 reversible capacity fade; 

 long lifetime (more than 20 years/ 10000+ full cycles). 

In addition, the VRFB can be interesting for Russian manufactures, as Russia has 

nearly 25% of the world's vanadium reserves and thus has direct access to vanadium 

resources. 
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  Chapter 3. Mathematical modeling of VRFB systems 

3.1 Introduction 

Modeling of VRFB allows simulating the batteries with different sizes and at 

different operating conditions. A variety of models presents a set of powerful tools that 

target different applications (will be discussed further) related to the design, monitoring 

and control of VRFB systems. First, numerical simulations can provide a better 

understanding of the physical phenomena taking place in the battery that allows 

determining the proper constraints of the VRFB design and operating conditions. Also, 

modeling gives guidelines for researchers and engineers to avoid mistakes in the design 

and building of experimental facilities. Moreover, the numerical modeling approaches can 

be applied for techno-economic studies that could determine future trends for market 

penetration of VRFB systems.  

In general, all modeling approaches can be divided into two large groups: macro-

level approach and micro-level approach (Fig.17). The micro-level approaches, in turn, are 

presented by the material level models and continuum models. The material modeling 

provides a lot of details of internal processes in the system, considering the chemical and 

physical interactions between the molecules. This level is the most accurate but also the 

most complicated for simulations as it requires a lot of information about the internal 

properties of the system that, in many cases, are not available for measurements. In 

addition, it has high computational complexity requiring large CPU time (h-days) (Fig. 17). 
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This level of simulations is important for modeling of material properties and searching for 

new materials. 

More simplified micro-level approaches are based on the continuum models within 

2D or 3D modeling approaches (Fig.17). Even though this level of simulations is more 

simple than the previous one, it still has rather high computational complexity and requires 

significant CPU time (around several hours). The continuum models allow simulating 

internal processes on the cell level, investigating electrolyte distribution, mass transfer in 

the electrode, and gradients of temperatures and concentrations on the surfaces of internal 

components (membrane, electrodes, channels, bipolar pales). The approach is important 

for the determination of cell configuration and understanding the effect of the internal 

physical process.  

The macro-level approaches are also presented by the zero-dimensional (or lumped-

parameter) models and empirical models. The zero-dimensional and equivalent circuits 

models combine physical equations with some analytical or empirical correlations. Such 

approaches are less accurate as compared to the above-mentioned models, but they are fast 

(min-s) having small computational complexity. As a result, they allow simulating the 

dynamic behavior of the batteries on the system level, and thus, they are essential for 

practical application (e.g., they can be applied for the estimation of VRFB performance at 

real operating conditions for commercial-scale systems). Hence, such models allow 

determining the optimal battery usage protocols and can be used for real-time simulations 

in advanced control monitoring tools with feedback loops.  
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The lightest macro-level models are based on the empirical models [40] and applied 

for the market level simulations [41]. Such modeling approaches are the fastest among the 

all listed above as they provide the results almost immediately. Still, they have low 

accuracy, not considering the physical properties of internal components and specifications 

of the system configuration. As a result, they allow performing simulations of the batteries 

on the market level providing general trends and revealing their performance. They also 

help to determine the most prospective and economically efficient cases for the technology 

application. 

 

Fig. 17.  Classification of modeling approaches, their applications and CPU time. 

The idea of this work is to develop a multi-level simulation tool keeping the 

simplicity of lump parameter or zero-dimensional models. The developed approach should 

have a modest CPU time to simulate VRFB dynamic behavior in real-time while having 

the accuracy close to one of the continuum models. At the same time, the model should be 

able to simulate VRFB systems on different levels: 
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 cell level for an understanding of the internal process and their impact on the battery 

energy performance; 

 system level for the development of advanced battery control strategies; 

 market level for techno-economic assessments. 

A detailed description of the developed model with key features is described in the 

next sections of the chapter.  

3.2 Literature review 

As was discussed in the previous chapter, VRFB stores electrical energy in the form 

of vanadium solutions in two separate external tanks. The solutions are pumped by two 

pumps through a stack comprised of cells where electrochemical conversion is taking 

place. The internal processes taking place in the cell during VRFB operation notably affect 

battery behavior. In general, intrinsic losses in the cell occur because of [42]:  

 activation overvoltages (owing to the activation energy of electrochemical 

reactions); 

 ohmic overvoltages (owing to the electric resistance of cell’s components); 

 concentration overvoltages (owing to mass transport limitations on the surface 

of the electrode); 

 crossover (owing to the transfer of vanadium ions across the membrane).  

The activation and ohmic overvoltages cause the deviation of battery voltage from 

the open-circuit voltage (OCV) in the whole range of operating state of charge (SOC) 

proportionally increasing to current density. The concentration overvoltages are affected 
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by the mass-transport processes on the electrode||electrolyte interface and depend on the 

battery SOC and loading current density. As a result, the concentration losses become 

pronounced at the end of charge and discharge processes when the concentration of active 

species becomes limited [43]. Moreover, the concentration overvoltages demonstrate 

significantly non-linear behavior, noticeably enlarging with the growth of current density 

and leading to a drastic drop in battery voltage. Such behavior can be addressed to the fact 

that the increase of current density requires more reactants for the current production. 

Hence a larger amount of reactants moves from electrolyte in the cell to the surface of the 

electrode to ensure higher currents. This, in turn, causes the growth of mass transport losses 

on the surface of the electrode that implies an increase of corresponding voltage drop. 

Hence, an accurate calculation of concentration overvoltages is essential for the proper 

prediction of the dynamic behavior of VRFB cells. 

The crossover (transfer of vanadium of ions across the membrane) [44] implies an 

increase of vanadium ions concentration in one half-cell and the corresponding decrease in 

the other half. Such an imbalance in electrolytes will consequently influence the battery 

capacity, which will become limited by the half-cell with the lowest vanadium 

concentration and volume [45], and as a result, the battery capacity loss will spring up. 

Arisen capacity decay will, in turn, limit the usable capacity in long-time operation and 

therefore needs to be detected and periodically corrected by electrolyte remixing [46]. 

Accordingly, to ensure a long operation of VRFB, it is compulsory to investigate the 

capacity decay mechanism caused by crossover and to develop reliable capacity restoration 
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methods [47]. Hence, modeling of crossover phenomenon is a very important issue in the 

development of sustainable VRFB facilities. 

During the last decade, there were a number of works devoted to the modeling of 

VRFB on different levels. In general, they can be divided into two groups: equivalent 

circuit models and numerical models. 

Equivalent circuit models simulate the cell by the electrical circuit with capacitors 

and resistors [48,49]. Recently, such an approach was adopted for real-time monitoring of 

capacity loss [50]. Modeling of VRFB with equivalent circuits has advantages and 

limitations. On the one hand, these models are able to capture the dynamics of VRFB, 

while they are simple and do not require significant computations, and as a result, they can 

be applied for control-oriented purposes. On the other hand, equivalent circuit models do 

not reflect the details of internal processes taking place in the cell. Therefore, the 

application of these models for simulation of real systems requires a lot of measured data 

and sophisticated optimization techniques [50], which could allow tuning the model in 

accordance with specifications of the certain system and its’ operating conditions. 

Contrarily, numerical models are more comprehensive tools as they are based on the 

modeling of physical processes and hence, can be adapted to any system by changing only 

the coefficients related to the physical properties of cell components.  

The first numerical dynamic 0-D model was developed by Li and Hikihara in 2007 

[51]. Then, Shah proposed a 2-D transient model in 2008 [52], which was based on the 

computational fluid dynamics approach (CFD). Further, this model was reduced to 0-D 



63 

  

unit cell model for control-oriented applications in 2011 [53]. Vynnycky  simplified Shah’s 

model with asymptotical methods suitable for large-scale VRFB stacks in 2011 [54]. 

Vynnycky’s approach was transformed by Chen [55] into 1-D model that showed better 

results. You [56] simplified Shah’s model transforming it into a steady-state model that 

was further extended into 3-D model by Ma [57], Xu [58], Oh [59] in 2012 - 2014. 

Recently, a non-uniform 3-D model was proposed by Wang [60] for the study of optimal 

electrode compression. However, all of these works did not model the crossover 

phenomenon, considering the membrane as an ideal separator conducting only the protons. 

The first model devoted to crossover modeling was developed by the group of Skyllas-

Kazakos [44,61] in 2012. They proposed a 0-D dynamic model focusing on the diffusion-

driven component for simulation of ions transport across the membrane. Further, they 

extended this approach into 1-D model [62]. Simulation of crossover, considering only 

diffusion-driven transport of ions, has advantages and limitations. On the one hand, it is 

rather simple, as the diffusion component can be easily calculated once the diffusion 

coefficients are known. On the other hand, such model is not able to predict the real effect 

of crossover. as electric field in the cell also provokes migration and convection of 

vanadium ions. These phenomena could have a significant effect on the total transport of 

ions in the cell [63]. The group of Kumbur developed first 2-D transient model [64], that 

considered all three transport mechanisms of the crossover (diffusion, migration and 

convection). This model demonstrated good results but was too sophisticated with many 

microscopic parameters. To simplify these conditions recently, Yang [65] developed a 
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single-domain model extending it on 3-D approach. Another 3-D model incorporated with 

crossover was proposed by Oh [66]. While these microscopic models can yield valuable 

information about internal processes and small-scale effects in the cell, they also require 

much more input microscopic parameters for each component. However, it is not feasible 

to incorporate this level of detail in the overall VRFB model or control-monitoring tools 

[53]. In addition, the development of an effective control system for electrolytes 

rebalancing requires a dynamic model that is able to predict VRFB behavior in real-time 

operation so that controller can be able to schedule such a rebalancing process [44]. 

However, the microscopic models require significant computational time, and therefore, 

are not suitable for this purpose. On the contrary, 0-D models are able to fulfill this 

requirement, having smaller time complexity. Moreover, they require significantly less 

computational power that allows to implement them on low-cost control hardware [67].  

In this chapter, a control-oriented 0-D dynamic model able to accomplish precise 

simulation of crossover is presented. The model is based on a simple macroscopic approach 

for crossover simulation [61], elaborating it with an analytical solution for the crossover 

flux [63], which takes into account migration and convection components adopted from 

microscopic models. The considered method allows obtaining better accuracy (in 

comparison to existing solutions) for simulation of VRFB characteristics while it does not 

require significant computational power and time. Accordingly, the proposed model can 

be used for the development of advanced control strategies that could provide automated 
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battery management and ensure long-term operation of VRFB systems without significant 

loss of capacity. 

3.3 VRFB mathematical model 

The proposed mathematical model allows determining the voltage (Uce(t)) of a 

single VRB cell [68] during charge and discharge processes, depending on the operating 

conditions: electric current (I(t)), electrolyte flow rate (Q(t)) and ambient temperature (T). 

The following assumptions are made in deriving the mathematical model under 

consideration: 

1. Isothermal conditions (cell and electrolyte temperatures remain constant at room 

temperature) [56]; 

2. The cells and tanks behave as continuously stirred tank reactors [61]; 

3. The concentration gradient in the pipes is very small and can be neglected; 

4. In relation to the membrane: 

 absence of chemical reactions inside the membrane;  

 absence of i-th vanadium ion on the opposite side of the membrane due to rapid 

chemical reactions; 

 uniform distribution of the current density; 

 convection in the membrane is mainly determined by the water transfer, which 

is forced by electro-osmotic drag [63,69]; 

 water velocity in the membrane is uniform and can be estimated with the 

following expression [63,69]: 
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


          (3) 

5. Constant cell electric resistance [61]; 

6. The movement of electrolyte in the hydraulic circuit (tanks, pipes and half-cells) 

are mainly forced by convection; 

7. Electrolyte velocity in the half-cell and in the tank is uniform and directed along 

the electrode longitude; 

8. The flux of electrolyte in each domain is one dimensional and directed in a 

longitude coordinate; 

9. Constant electrolyte flow rate.  

In the presence of the electrical current, the internal losses cause the change of Uce(t) 

relative to the cell equilibrium potential (Ueq(t)). Such losses are constituted by activation 

(act(t)), ohmic (ohm(t)) and concentration overvoltages (con(t)) discussed in Sec.3.2. 

The cell potential  ceU t  is calculated with the application of Eq.(4) where “+” and 

“‒” are related to charge and discharge operation modes, respectively [42]: 

          eq act ohm conceU t U t t t t          (4) 

The equilibrium conditions take place in absence of the electric current in the cell. 

The Ueq(t) is described by the Nernst equation with application of formal potential U0* 

[62]: 
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 
 
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               
      (5) 
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where: 

 R = gas constant [J K-1mol-1]; 

 T = ambient temperature [K]; 

 F = Faraday’s constant [C mol-1]; 

 U0* =  formal potential [V]; 

 hc
ic  = concentration of the i-th vanadium ion in the half-cell [mol m-3]. 

The formal potential (U0*) presents a joint effect of standard potential, proton 

concentrations and ion activity coefficients. It corresponds to the OCV at 50% SOC (SOC 

is the battery state of charge that will be discussed in Sec 3.4) [44,62], and thus, can be 

obtained from experiments. The measurements in our experiments showed that U0* = 1.38 

V, which is slightly smaller than the reported value of 1.4 V [44]. This difference is likely 

due to different electrolyte compositions: 1 M vanadium in 2.5 M sulfuric acid (in our case) 

versus 2 M vanadium in 5 M  sulfuric acid in [44].  

The mass balance of vanadium ions in the respective half-cell and in the tank is 

expressed by the following systems of ordinary differential equations:  

for V2+ ion: 

2
2 2 2 4 5 2

2
2 2

( )
( ( ) ( )) ( ( ) ( ) 2 ( ))

( )
( ( ) ( ))

ce
tk ce

ce m ed

tk
ce tk

tk

dc t
V Q c t c t J t J t J t A S V

dt

dc t
V Q c t c t

dt


     


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 (6) 

for V3+ ion: 
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for VO2+ ion: 
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for VO2
+ ion: 
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 (9) 

where: 

 tk
ic = concentration of the i-th vanadium ion in the tank [mol m-3]; 

 ce
ic = concentration of the i-th vanadium ion in the half-cell [mol m-3]; 

 Q = electrolyte flowrate [m3 s-1]; 

 Vtk = volume of the tank [m3]; 

 Vce = volume of the half-cell [m3]; 

 Ved = volume of the electrode [m3]; 

 Si = source term [mol m-3 s-1] (see Table 2); 

 Am = area of membrane surface [m2]; 

 Ji
 = molar flux of i-th ion across the membrane [mol m-2 s-1]. 
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The systems of mass transfer equations can be joint together and written in more 

compact matrix form: 

d x
Q x x IS

dt
  А J

   
,        (10) 

where 
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Here, 8 8A  is the matrix related to convection between the cell and the tank,  

8 8J  is the matrix related to crossover in the cell, 1 / tkV  and 1 / ceV  . 
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Taking into account non-linear concentration profiles of vanadium ions in the 

membrane, the molar flux iJ  is calculated analytically and presented in the form [63]: 

 1 exp

m ce
i i i
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m i

P c
J

d





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 (when migration and convection ↑↑ diffusion) (15) 
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 (when migration and convection ↑↓ diffusion) (16) 

where i  is a dimensionless parameter presenting migration and convection: 
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      (17) 

 m
iP  = permeability coefficient of the i-th ion [m2 s-1]; 

 Ki = partitioning coefficient of the i-th ion [-]; 

 zi = valence of the i-th ion [-]; 

 
hc
ic

 = concentration of the i-th vanadium ion in the half-cell [mol m-3]; 

 dm = thickness of the membrane [m]; 

 m  = conductivity of the membrane [S m-1]; 

 mj  = current density [A m-2]; 

   = water electro-osmotic coefficient [-]; 

   = water content coefficient [-]; 

 fc  = concentration of fixed sites in the membrane [mol m-3]. 
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In discharge mode, the current (and therefore, migration and convection) is directed 

from the negative to the positive half-cell (Fig. 18). Hence, in this case, the current has the 

same direction as the diffusion flux of  V2+ and V3+ ions and their total flux is described by 

Eq.(15), the diffusion flux of VO2
+ and VO2+ ions has the opposite direction and, 

accordingly, is described by Eq.(16), while in the charge mode, it is the other way round 

(Fig. 18). 

 

 

Fig. 18. Direction of current and diffusion flux in charge and discharge modes.  

In parameter i we also took into account that vanadium ion concentration in the 

membrane can be connected with its’ concentration in the adjacent electrolyte through 

dimensionless partitioning coefficient Ki [69–71]. In addition, we considered the 

membrane in a liquid-equilibrated state that corresponds to real conditions, as the 

membrane is in constant contact with liquid electrolytes on both sides [53], and in this case 

water content coefficient λ = 22 [72].   
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Due to difficulties related to the evaluation of the activation overvoltages, for the 

sake of simplicity, they are included in the Ohm’s law together with the ohmic losses by 

introducing the equivalent electric resistance of the cell [62]: 

     act ohm cet t R I t          (18) 

The concentration overvoltages con  are expressed as [43]:    

 
lim

1con

RT I
t ln

F I


 
  

 
       (19) 

where Ilim is a limiting current: 

lim
ce

m ed reactI k A Fc         (20) 

where: 

 edA = area of electrode surface [m2];  

 km = mass transfer coefficient [m s-1]; 

 The source term for mass transport equation [64,73,74]. 
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 hc
reactc  = reactant concentration on each electrode during charge and 

discharge processes [mol m-3] (Table 3); 

 I = electrical current [A]. 

ce
reactc  , mol m-3 Charge Discharge 

Positive electrode 4
cec  5

cec  

Negative electrode 3
cec  2

cec  

 

The total concentration overvoltages , con tot  are presented as the sum of the 

overvoltages on the positive 
pe

con  and negative 
ne
con  electrodes, respectively: 

, 
pe ne

con tot con con            (21) 

Mass transfer coefficient mk  considers the diffusion and convection of the reacting 

species on the electrode||electrolyte interface and can be approximated by Eq.(22) [75]: 

   mk u          (22) 

where α and β are the empirical constants; u = electrolyte velocity in the channels 

of the electrode (u=Q/Achn) [26]. 

It is worth noting that the empirical constants (α and β) are different for different 

cells (1.3×10-5 < α < 1.9×10-2, 0.39 < β < 1.18 [56,75–77]) as far as the cell configuration 

influences on the convection while electrode material affects the diffusion on the surface 

of the electrode.  

 Reactant concentration on the electrodes during charge and discharge. 
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3.4 Energy performance indicators 

The energy performances of a single VRB cell are evaluated by the state of charge 

(SOC(t)), roundtrip coulombic efficiency (CE), roundtrip voltage efficiency (VE) and 

roundtrip energy efficiency (EE) [78]. Here “roundtrip” means that the values are estimated 

for the charge-discharge cycle, and thus, show the losses in a cycle. 

In particular, SOC(t) is defined as the ratio between the instantaneous value of the 

stored energy in the tanks and the maximum allowable value of the stored energy in the 

tanks: 

    ,/s s maxSOC t E t E        (23) 

The maximum value of SOC is equal to one at the end of the charging process and 

at the beginning of the discharge process, whereas the minimum value of SOC is equal to 

zero at the beginning of the charging process and at the end of the discharge process. 

The maximum value of energy that could be stored in the battery is proportional to 

the sum of concentrations of the electrochemical couples, while the instant value of the 

energy is proportional to the concertation of the active species (V2+ and VO2
+ ions):  

   
   

 
   
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2 3

5

5 4

c t c t
SOC t

c t c t c t c t
 

 
     (24) 

In reality, the crossover shortens the SOC causing the disbalance between the 

positive and negative electrolytes. Therefore, the SOC should be estimated by the minimum 

value of the above-mentioned ratios: 
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    (25) 

CE is defined as the ratio between the charge (in Coulombs) passed in discharge 

and charge processes, respectively. Due to the fact, the charge-discharge cycles are 

considered under operation at the constant current densities, the CE is evaluated as:     

 d cCE            (26) 

where: 

c = duration of the charging process; 

d = duration of the discharge process. 

VE is defined as the ratio between the averaged cell’s voltage in discharge and 

charge processes, respectively: 

, ,  ce d ce cVE U U         (27) 

where: 

,ce dU  = cell voltage averaged over the duration of the discharge process; 

, ce cU  = cell voltage averaged over the duration of the charging process. 

EE is defined as the ratio between the overall electric energy provided by the cell to 

the user at the end of a discharging process (Edis) and the overall electric energy provided 

by the electric generator to the cell at the end of the charging process (Ech), considering a 

single charging-discharging cycle. Taking into account Eq. (22) and (23), EE can be 

evaluated as: 
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 EE CE VE           (28) 

3.5 Initial conditions 

The initial values of vanadium ions concentrations in the tank and in the half-cell 

were obtained from the initial value of battery state of charge (SOC0): 
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       (29) 

They also can be written in the vector form: 

0 0 0 0 0 0 0 0(0) ( ,1 ,1 , , ,1 ,1 , )Tx SOC SOC SOC SOC SOC SOC SOC SOC    


(30) 

The initial SOC was obtained from the OCV, which was determined at the 

beginning of each measurement (Table 4).   

Current density, [mA cm-2] OCV (charge), [V] OCV (discharge), [V] 

40 1.230 1.522 

60 1.233 1.518 
80 1.237 1.510 

100 1.240 1.507 
 

3.6 Numerical details 

Numerical model is implemented in MATLAB with the application of Euler method 

for numerical solution of ODE systems. The battery voltage is calculated in the time loop 

 Initial OCV for charge-discharge curves measured in experiments 
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with time step 0.5 s. In addition, verification of the numerical approach was made and the 

calculations with smaller time steps (0.25 s, 0.1 s and 0.05 s) demonstrated the same results.  

On the first step, the initial values of vanadium concentrations were determined 

from initial SOC (Eq.(29)). After that, the corresponding battery voltage was determined 

and calculations continued till the battery voltage did not reach the cutoff threshold (0.8 V 

for discharge and 1.6 V for charge). The calculations were made using the laptop with 2.4 

GHz Intel Core i5 processor and 8GB RAM. The simulations demonstrated modest 

computational time, and the averaged time required for simulation of a charge or a 

discharge curve was around several seconds, while the time of corresponding experimental 

measurements was around several hours.  

The values of the input parameters used in the proposed mathematical model are 

reported in Table 5. 

 Specification of experimental setup and parameters in the simulation 

Characteristics      Unit Value 

Faraday’s constant, F C mol-1 96485 

Gas constant, R J K-1 mol-1 8.31 

Formal potential*, U0* V 1.38 

Initial concentration of vanadium ions, ,van initc  mol m-3 1000 

Tank volume, Vtk m3 2.010-5 

Operating temperature, T K 298 
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Membrane surface area, Am m2 5.010-4 

Electrode surface area, Aed m2 5.010-4 

Cross-section area of electrode channels, Ach  m2 2.010-6 

Half-cell volume, Vhc m3 2.610-7 

Mass transfer coefficient*, km m s-1 2.010-4 u0.7 

Membrane thickness, dm m 1.2510-4 

Membrane conductivity*, m S m-1 6.0 

Concentration of fixed sites, cf [56] mol m-3 1200 

Water electro-osmotic coefficient,  - 3.0 

Water content coefficient, λ [72] - 22.0 

Permeability coefficients [79]     

P2 m2 s-1 9.410-12 

P3 m2 s-1 1.410-11 

P4 m2 s-1 4.410-12 

P5 m2 s-1 2.410-12 

Partition coefficients [70]   

K2 - 1.15 

K3 - 0.76 

K4 - 0.6 

K5 - 0.77 
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3.7 Experimental measurements and model validation 

The experimental VRB cell, which main characteristics are summarized in Table 5, 

was based on an Arbin fuel cell hardware having a 5 cm2 active area (the photo of the 

experimental setup is sown on Fig. 19a and the assembly scheme is shown in Fig. 19b). 

The cell had a symmetric configuration. Two layers of Toray TGP-H-090 non-wetproofed 

carbon paper covered with Ketjenblack EC-600 JD carbon black and Nafion as a binder 

prepared according to the previously described procedure [78] were used as electrodes on 

both sides of the cell.  Nafion 115 was used as a membrane material. The membrane was 

pretreated by sequential boiling in distilled water (1 h), aqueous H2O2 (3 wt. %, 1.5 h), 

distilled water (1 h), aqueous H2SO4 (0.5 M, 1.5 h), and distilled water (1 h). 

Equal amounts (20 mL) of aqueous solutions containing 1.0 M of vanadium salt in 

2.5 M sulfuric acid were used as the negative and the positive electrolyte, respectively. The 

Electrolyte flowrates   

Q1 m3 s-1 0.7107 

Q2 m3 s-1 2.5107 

Q3 m3 s-1 8.6107 

Current densities   

j1  mA cm-2 40 

j2 mA cm-2 60 

j3 mA cm-2 80 

j4 mA cm-2 100 
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electrolytes were stored inside two separate sealed reservoirs under a high-purity argon 

atmosphere and were pumped through the cell by means of two peristaltic pumps. All the 

electrochemical measurements have been performed using an Autolab PGSTAT 302N 

potentiostat with Autolab Booster 20A for high current measurements. The experiments 

were carried out in order to measure the charge-discharge and polarization curves. All 

measurements were conducted at room temperature (298 K). 

a) 

b) 

 

Fig. 19. Experimental setup: a) photo of the test bench (MSU lab);  b) flow cell 

assembly scheme. The cell consisted of fixing plates (1), gold plated current collector 

plates (2), graphite polar plates (3) with double serpentine flow channels (8) having inlet-
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outlet openings located on the side faces of the plates (9), 25 µm thick PEEK gaskets 

(4), electrodes (5), 0.5 mm thick silicone gaskets (6) and a membrane (7). 

During charge-discharge curve measurements the cell was charged up to 1.6 V and 

discharged up to 0.8 V at fixed current densities of 20, 40, 60, 80 and 100 mA cm-2. At the 

same time, the electrolyte flowrate was fixed and was equal to Q3. At least 3 charge-

discharge cycles at each current density were performed.  

Measurements of polarization curves were carried out from the initial SOC = 0.5 

for discharge mode. In fact, the SOC decreased with the growth of the current for each 

value of the flowrate [80]. The decrease of SOC was due to the limited amount of 

electrolyte in the tanks and it could be reduced by increasing the volume of electrolyte in 

the tanks. The polarization curves were registered by a gradual increase of current density 

at a rate of 2 mA cm-2 s-1 with a step of 2 mA cm-2 and were measured for three different 

flowrates: Q1; Q2 and Q3. 

3.8 Results and discussion 

First, the experimental polarization curves (Fig. 20) were used in order to estimate 

the influence of internal losses on the cell voltage. The linear behavior of the curves in the 

low current density region indicates that activation overvoltages are small. This may be 

due to the high electrochemical surface area of carbon paper electrodes covered with an 

additional layer of carbon black, as described previously [78]. Thus, activation losses can 

be taken into account together with ohmic losses by using equivalent resistance [62]. The 

equivalent resistance of the cell was estimated from the linear part of the curves and was 
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equal to 0.65 Ω cm2, which is close to the value reported by Aaron [68]. This value was 

further used for the calculation of joint activation and ohmic overvoltages in charge and 

discharge cycles. 

On the next step, the influence of concentration losses was determined. The 

concentration overvoltages can be found when the limiting current (Eq. (20)) is known, 

which can be obtained from the measurements of polarization curves. However, the value 

of limiting current by itself is a “black box” and is not able to yield the understanding of 

mass transport processes taking place in the electrode region. Hence, to make our model 

more comprehensive, we also determined the mass transfer coefficient, which is valid for 

our experimental setup. In order to do that, the polarization curves for three different flow 

rates were measured and the corresponding limiting current was obtained (a similar 

approach was proposed in [81]). Further, the mass transfer coefficient was determined by 

varying  and β coefficients in the way that calculated limiting currents were close to the 

measured one. The results showed that the values of =2.0 and β=0.7 can ensure the best 

agreement with experimental data (Fig. 18).  The obtained values for  and β are different 

from those reported previously in the literature (=1.6 and β=0.4 ) [76], which in our case 

could provide a reasonable fit only for the high flow rate and significantly overestimate the 

limiting current for the lower flow rates (Fig. 20).  The difference of  and β observed in 

our case might be attributed to the additional coverage of electrodes with carbon black that 

could significantly change the respect of convection and diffusion on the surface of the 

electrode.  
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Fig. 20. Discharge polarization curves for different electrolyte flowrates 

corresponding to initial SOC=0.5 (calc –  calculations (α=2, β=0.7); th – literature data 

[76] (α=1.6, β=0.4)) 

Experimental charge-discharge curves for different current densities were measured 

within the same cutoff voltage limits. The charge curves moved higher, while discharge 

curves moved lower with the increase of the applied current due to an increase in the 

corresponding overvoltages. In other words, the curves moved closer to the cutoff limits 

with an increase of the current, and as a result, the amount of charge passed through the 

cell was decreasing with the increase of the current. Due to this fact, the charge and 

discharge curves for different current densities started from the different initial SOC, which 

can be determined in accordance with the approach discussed in Sec. 3.4.  

Q1 
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After that, the influence of crossover was investigated. First, the calculations were 

made considering only the diffusion-driven component (as it was proposed in [61]), which 

was calculated using the values of permeabilities for Nafion 115 widely available in the 

literature [79]. The comparison of numerical simulations with experiments is shown in the 

Fig. 21. Experimental data (black lines) indicate a significant difference in the charge and 

discharge capacity, which is mainly caused by crossover. However, obtained numerical 

results (red line) were not able to reflect sufficient capacity decay, noticeably 

underestimating the influence of crossover. Accordingly, simulation of crossover with 

diffusion fluxes based on the permeability values is not able to capture the influence of 

crossover observed in the real systems. That fact is consistent with [63,65] where authors 

pointed out the significant contribution of the migration and convection fluxes to the total 

crossover flux.  
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Fig. 21. Experimental and simulated charge-discharge curves (exp – experimental 

data, calc (D) –  calculations of crossover flux with only diffusion component).  

Therefore, crossover simulation was extended with migration and convection of 

vanadium ions. The presence of these phenomena leads to the non-linear distribution of 

vanadium ions in the membrane. Hence, a 0-D approach for crossover simulation proposed 

in [61] can not be directly implemented in this case, as it was based on the assumption of 

a linear concentration gradient. However, total crossover with all three components of mass 

transfer (diffusion, migration and convection) can be integrated across the membrane and 

written analytically (Eq. (15) and (16)) [63]. Such a solution allows taking into account the 

nonlinearity of ions distribution in the membrane keeping the simplicity of 0-D model but 

obtaining significantly better results (Fig. 22).  
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Fig. 22. Experimental and simulated charge-discharge curves (exp – experimental 

data; calc – calculations; Q3 = 8.610-7 m3 s-1).  

In addition, we need to note that calculations for low current densities are located 

lower than experimental curves at the end of charge and beginning of discharge processes. 

This is likely due to the fact that experimental measurements for each current density were 

carried out in the sequence (one after another) starting from the higher current. Hence, the 

electrolyte imbalance caused by crossover became more pronounced in each next 

measurement. As far as the cycling at lower current densities was performed at the end of 
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the measurements, the accumulated imbalance could be a reason for the observed 

difference. It is worth noticing as well that the proposed model does not consider membrane 

potential difference caused by the difference in proton concentration in the half-cells, 

which can give a contribution to the voltage difference between calculated and measured 

curves as well [64].  

A bit smaller capacity observed for all calculated discharge curves in comparison 

to experimental data is likely due to a slight overestimation of crossover flux. This might 

be addressed to convection term, which was estimated using the values for water content 

and partitioning coefficients taking from the literature, while in our experiments, they can 

be a bit different due to slight deviations in the membrane preparation procedure, described 

in Sec. 3.7. Never the less, the maximum calculation error does not exceed 4 % for all 

considered current densities. The good agreement between calculations and experiments 

gives evidence that simulation of crossover with all transport components (diffusion, 

migration and convection) is able to accurately capture battery behavior in the charge-

discharge process and reflects corresponding capacity loss.  

For a better understanding of the crossover phenomenon, it is also important to 

know how different crossover components contribute to the total capacity decay. Fig. 23 

elucidates the influence of crossover modes on the coulombic efficiency (CE) and their 

contribution to the capacity loss. The results showed that the diffusion component has a 

significant contribution in capacity decay at low current density leading to the drop of CE 

of 5% (Fig. 23a), that is nearly the half of the total losses for this current (Fig. 23b). 
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However, the share of diffusion in the capacity decay plummets down with the increase of 

current density, presenting only 2% of total loss for higher current. The impact of the 

migration component is well under diffusion at low current, but it shows an upward trend 

with an increase of current density and dominates under diffusion at higher current, 

presenting 6% of the total loss. The major contribution in the observed capacity decay 

belongs to the convection-driven component, which impact is well over migration and 

diffusion. Presenting more than half of the capacity decay at the low current, the share of 

convection goes up with an increase of current and represents more than 90% of the total 

capacity loss for higher current density (Fig. 23b). Hence, it indicates that consideration of 

convection is indispensable for crossover simulation. It is worth noting that on Fig. 23a the 

calculated curve with all three modes of crossover (dashed blue line) is located a bit lower 

than the experimental data (solid black line) that might be addressed to a slight 

overestimation of the convection term discussed above. 
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Fig. 23. Contribution of crossover components to capacity decay: a) influence of 

crossover modes on the coulombic efficiency; b) share of crossover components in the 

capacity loss. 

The proposed model can estimate the performance of the cell in terms of 

Coulombic, voltage and energy efficiency rather well for all considered current densities 

(Fig. 24), capturing the trends observed in the experiments. The main difference is related 

to Coulombic efficiency, which is slightly underestimated by the model due to the 

overestimation of the crossover impact, which was discussed above. Nevertheless, the 

observed error is less than 5 % that is consistent with the experimental error.  
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Fig. 24. Experimental and theoretical efficiencies of a single VRFB cell for              

Q3 = 8.610-7 m3 s-1 and with varying current density. 

3.9 Conclusions 

A 0-D dynamic model for Vanadium Redox Flow Battery (VRFB) systems has been 

developed targeting compromise between model accuracy and complexity to be suitable 

for application in control-monitoring tools and techno-economic studies. 

The focus of this study is the accurate simulation of vanadium ions transport across 

the membrane in the framework of the macroscopic approach. The developed model was 

based on the state of the art approach for crossover simulation, extending it with migration 
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and convection components adopted from microscopic models by application of the 

analytical solution.  

The results showed that the major contribution in the capacity decay, observed in 

charge-discharge cycles, belongs to the convection-driven component, which dominates 

under migration and diffusion. Presenting more than half of the capacity decay at the low 

current, the share of convection goes up with an increase of current and represents more 

than 90% of the total capacity loss for higher current density. Hence, consideration of 

convection is indispensable for crossover simulation.  

Although the presented model was validated with experimental data obtained for 

Nafion membrane, it can be easily adapted for other membranes. Such adaptation can be 

done changing the coefficients related to physical membrane properties (e.g., permeability 

or water content), but not changing governing equations. The basic reason is that the 

presented model is macroscopic and, in general, averaged over the microscale 

inhomogeneities responsible for unique properties of the membrane. 

The proposed model is able to simulate battery voltage and predict capacity decay 

observed in practical VRFB systems with high accuracy. Model validation showed that 

simulation results have a good agreement with experiments within a 5 % range. Moreover, 

the model has a short computational time (several seconds for a charge-discharge cycle) 

and does not require significant computational power (can be implemented in the ordinary 

laptop). Accordingly, it can be a valuable tool for the development of advanced control 
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strategies of electrolyte rebalancing in order to minimize the capacity loss and ensure a 

long service life of VRFB systems. 
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  Chapter 4. Energy losses analysis 

4.1 Introduction 

As was discussed in chapter 3, the internal processes taking place in the VRFB cells 

can notably affect battery performance. The activation and ohmic overvoltages cause the 

deviation of battery voltage from the open-circuit voltage (OCV) in the whole range of 

operating state of charge (SOC), while concentration overvoltages become pronounced at 

the end of charge and discharge processes when the concentration of active species 

becomes limited [43]. Hence, the overvoltages can significantly change the voltage and 

corresponding power of the battery from its rated value. In addition, the crossover leads to 

the self-discharge reactions [44], which take place between the vanadium ions from 

different half-cells [82], reducing the amount of ‘active’ vanadium ions available for 

reactions [79], that in turn, shortens the available battery capacity [65]. As a result, at real 

working conditions, the battery will not be able to provide initial rated power and capacity. 

Underestimation of these parameters, in turn, can result in situations when the battery will 

not store enough energy while charging or provide enough energy while discharging. 

Therefore, the main VRFB parameters (e.g., rated power and operation time) need to be 

determined with high accuracy [83]. Moreover, extended sensitivity analysis of the cost-

of-service for different energy storage technologies [84] showed that batteries' profitability 

is highly sensitive to the power and energy limits of the storage system. Hence, precise 

estimation of these parameters is indispensable for accurate techno-economic studies that 

could determine future trends for market penetration of VRFB systems.     
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Accurate evaluation of battery power and energy ratings required for a given 

loading profile can be performed though detailed simulation of internal processes taking 

place during battery operation. In the last decade, there were a number of works devoted 

to the modeling of VRFB on different levels [85]. The simplest level of modeling is based 

on the application of equivalent circuit models [48] that represent a cell as an electrical 

circuit with capacitors and resistors and thus simulating its dynamic behavior [86] also 

allowing to monitor battery state of charge [49] and capacity fade [50]. A more complex 

modeling approach is based on the lumped parameter models [51] that can simulate 

dynamic battery behavior [67] and can be used for advanced control strategies of large-

scale VRFB systems [87] but do not provide detailed information about the spatial 

distribution of different parameters inside of different components of the system [53]. The 

most comprehensive simulations are based on 2-D [64] and 3-D models [59] that can yield 

information about small-scale effects [88] and internal processes in different battery 

components [60]  but also require significant computational time  [89] due to high 

computational complexity [90]. Hence, detailed modeling of internal processes in the 

VRFB systems is not feasible for applications in techno-economic studies. Therefore, many 

studies related to the estimation of VRFB performance at the market level usually use 

energy efficiency indicators (see the next paragraphs) to take into account the influence of 

internal processes on the battery performance.  

The first simplified way for estimation of VRFB performance is to consider 

roundtrip energy efficiency [91], which represents the ratio of the energy released during 
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discharge (output energy, Eout) over the energy required for the charge (input energy, Ein)  

[92]. This approach can be easily applied to any system, once the value for round trip 

efficiency is known [24]. Roundtrip energy efficiency was used in [93] for comprehensive 

life cycle cost analysis of different electrical energy storage systems,  while their efficiency 

was assumed to be constant and independent on operating conditions. After that, applying 

the same approach, a techno-economic study [94] was performed for large-scale VRFB 

systems with rated power up to 20 MW and energy capacity of 160 MWh. It should be 

noted that the roundtrip efficiency approach has several cons. First, energy losses can be 

significantly affected by the operating conditions [95]. Taking into account this factor, a 

study [96] was performed for cost analysis of two different RFB technologies based on 

vanadium and iron-chromium considering the influence of loading current on their 

roundtrip energy efficiency. Second, roundtrip energy efficiency has rather narrow 

constraints as it does not allow considering different operating conditions for charging and 

discharging. However, a number of studies showed that VRFB performance could be 

significantly improved with the application of asymmetric operation conditions (i.e., 

different flow rates [97] and currents [98] for charging and discharging). Thus, the battery 

performance needs to be investigated individually for charge and discharge modes.  

The second way for evaluation of VRFB performance is based on the energy 

efficiency indicators individually estimated for charging and discharging. The first 

approach for separate analysis of energy losses in charge and discharge processes was 

proposed in [99] and was based on comparison with open-circuit voltage (OCV). This 
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approach was used for investigation of the VRFB energy efficiency depending on the SOC 

and on the number of cells and determination of the optimal operating conditions and stack 

size. Further, different charge and discharge energy efficiencies were considered for the 

determination of optimal VRFB size that could provide load frequency control in the power 

system [100]. After that, energy and voltage efficiencies were considered for a more 

accurate estimation of the reactor (tank with electrolyte) parameters [101] and the 

corresponding cost of electrolyte and reactor components [102]. While the considered 

studies can provide important results, they still are not able to reflect the nonlinear behavior 

of VRFB systems, which can be very critical for stable grid operation, especially at the 

rapid increase in the power consumption. Hence, more accurate approaches are required 

for the evaluation of VRFB performance. 

The third way for estimation of the main technical indicators of VRFB systems is 

based on the simplified modeling approaches.  Such an approach was used in [38], where 

a cost-performance model was based on the electrochemical model for VRFB stack [103] 

that allowed determining the stack size and total system cost with good accuracy. While 

this approach is very important for the understanding of main factors influencing the VRFB 

cost, it does not provide the tools that can be used for performance estimation of different 

systems and determination of proper usage protocols. Recently, a techno-economic study 

was performed considering the charging and discharging energy efficiencies obtained with 

the application of a lumped parameter model [104]. The efficiencies were investigated for 

different stacks’ rated powers and further used for the determination of optimal stack size 
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in residential applications. This study demonstrated interesting results, but the considered 

efficiency was related to stack power and not to the loading current. Hence, the presented 

data were strongly connected to the considered stack configuration and could not be used 

for the performance estimation of different VRFB systems.   

It is worth noting as well that, to date, there was not enough attention to capacity 

decay. All considered studies are mainly focused on energy losses, while they do not 

consider the change of capacity for different operating conditions (loading currents). 

However, the internal losses in the cell can significantly affect the battery capacity during 

operation [105]. For example, higher current in charging operation will increase the 

overpotentials and consequently, the battery voltage will be increased. As a result, the 

upper cut-off voltage will be reached earlier. Hence, the battery will operate for a smaller 

period of time, and in addition, less battery capacity will be used (less energy will be stored) 

[106]. These factors need to be taken into account while designing VRFB systems in order 

to avoid serious battery damages and failures in the power grid. Therefore, investigation of 

the operation time, peak power and available battery capacity depending on different 

operating conditions is a very important issue for the practical application of VRFB 

systems [107]. 

In this chapter, we present a new approach for the estimation of key characteristics 

of VRFB systems operating at different loading currents. The proposed method is based on 

the simplified energy efficiency indicators, which are derived from the results of detailed 

numerical simulations taking into account the non-linear behavior of the VRFB systems. 
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The considered approach has higher accuracy (in comparison to existing simplified 

solutions) for estimation of battery power/capacity and operation time while it does not 

require significant computational time allowing to obtain battery characteristics directly 

from the geometry of VRFB stacks and tanks. Accordingly, the proposed method can be 

used for the development of an accurate battery usage schedule (protocol) that could 

prevent over/underestimation of committed battery power, operation time and capacity and 

ensure stable battery operation at real operating conditions. 

4.2 Mathematical model 

The proposed energy efficiency investigation was performed using a 0-D dynamic 

VRFB model described in Chapter 3. The model is implemented in MATLAB and allows 

determining the battery voltage (Ubat(t)) depending on the main operating conditions 

(current density (j), electrolyte flow rate (Q) and ambient temperature (T)) focusing on 

precise simulation of vanadium ions crossover with diffusion, migration and convection. 

In this chapter, the model is extended for the case of stack simulation.  

As it was discussed in Chapter 2, in order to obtain higher voltages, the VRFB cells 

are joint together and connected in a series circuit. Cells in the stack are connected in series 

circuits; hence the stack voltage (Ubat) presents a sum of voltages on each cell. Thus, the 

simplest way for stack simulation is to multiply the voltage of a single cell by the number 

of sells (nce). It should be noted here that we do not take into account the shunt currents  

due to their small impact during dynamic battery operation [108]: 

   ebat cecU t n U t      (31) 
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where the voltage of a single cell (Uce(t)) is calculated according to the 

electrochemical model Eq.(4). 

In addition, the neighbor cells in the stack are connected with each other through a 

common bipolar plate, and thus, the  total equivalent electric resistance of the battery               

( *
batR ) should be calculated as follows: 

* *
bat ce ceR n R          (32) 

In addition, the cells in the stack have a parallel connection for electrolyte supply in 

order to have the same electrolyte composition in the inlet. Thus, the mass transport model 

will be the same as it was described in the previous Chapter, with different coefficient γ 

that should be calculated as follows: 

1

ce cen V
            (33) 

4.3 Model validation 

The model was validated with experimental data for a kW-scale VRFB system with 

the stack consisted of 14 cells and a membrane area of 875 cm2 [109]. The validation was 

made for charge-discharge curves at two different current densities of 50 and 70 mA cm-2, 

respectively and the simulations showed good agreement with experimental data with an 

average error less than 5% (Fig. 25). 
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Fig. 25. Voltage of 1 kW-class VRFB stack in charge-discharge operation at fixed 

current density (exp – experimental data [109], calc – simulation results). 

4.4 Simulated case studies 

In this study, the simulations are performed for 5 kW/15 kWh VRFB system 

reported in the literature by Skyllas-Kazacos [43].  The battery stack consisted of 40 

individual cells with a membrane area of 1500 cm2. Each tank contained 200 L of 

electrolyte compressing 2M of vanadium and 5M of sulphuric acid. The electrolytes were 

circulated by the pumps though the cells with a volumetric flow rate of 1.0 L s-1. Each cell 

was configured with Nafion 115 membrane, which separated the half-cells. The averaged 

cell resistivity was assumed to be constant during operation and has a value of 2 Ω cm2. 

The detailed stack parameters are listed in Table 6.  
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 Specifications of the VRFB and parameters in the simulation [43]. 
   

Characteristics      Unit Value 

Faraday’s constant, F C mol-1 96485 

Gas constant, R J K-1 mol-1 8.31 

Formal potential, U0* V 1.4 

Initial concentration of vanadium ions, 0c  mol m-3 2000 

Tank volume, Vtk m3 0.2 

Number of cells, nce - 40 

Operating temperature, T K 298 

Membrane surface area, Am m2 0.15 

Porous electrode dimension m  0.5×0.3×0.003 

Cross-section area of electrode, Aed  m2 9.010-4 

Half-cell volume, Vce m3 4.510-4 

Mass transfer coefficient, km m s-1 1.610-4 u0.4 

Membrane thickness, dm m 1.2510-4 

Membrane conductivity, m S m-1 6.0 

Concentration of fixed sites, cf [56] mol m-3 1200 

Water electro-osmotic coefficient,  - 3.0 

Water content coefficient, λ [72] - 22.0 

Permeability coefficients [110]    
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The simulations are conducted by using MATLAB ODE solver. The battery was 

simulated at four different current densities (40 mA cm-2, 60 mA cm-2, 80 mA cm-2 and 

100 mA cm-2). During each cycle, the VRFB was charged and discharged to cut-off 

voltages of 64 V and 40 V, which corresponded to ~90% and ~10% of SOC, respectively.  

Proposed approach 

The proposed approach is presented on Fig. 26 and based on the interpolation of the 

efficiencies derived from the direct numerical simulations (yellow part) and their further 

application for estimation of battery power and capacity under different loading currents 

(green part). 

On the first step (yellow part), the battery performance was analyzed individually 

for charge and discharge. The operation time, power and energy obtained from the 

P2 m2 s-1 8.7710-12 

P3 m2 s-1 3.2210-12 

P4 m2 s-1 6.8310-12 

P5 m2 s-1 5.9010-12 

Partition coefficients [70]   

K2 - 1.15 

K3 - 0.76 

K4 - 0.6 

K5 - 0.77 
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simulations were related to their ideal values derived from the geometrical size of the 

system, and hence, voltage and coulombic efficiencies depending on different operating 

conditions were obtained. After that, the obtained efficiencies were interpolated and the 

analytical dependencies for the coulombic and voltage efficiencies on the different loading 

current densities were derived.  

On the second step (green part), the derived dependencies were used to determine 

the battery characteristics for different operating conditions (loading currents) basing on 

the ideal battery characteristics. The advantage of the proposed approach is that the 

interpolated efficiencies can be easily implemented in techno-economic models while 

keeping the simplicity of the standard approach with constant efficiencies. The schematic 

representation of the proposed approach is shown in Fig. 26.  

 

Fig. 26. The block-schema of proposed approach for estimation of the main VRFB 

characteristics. 
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4.5 Performance indicators 

The influence of total losses on the battery voltage during charge and discharge is 

shown in Fig. 27, where the brown-grey area presents the stored amount of energy in the 

charging and used in discharging processes. The grey area shows the energy losses during 

battery operation due to the influence of internal processes in the cell. The light-orange 

area shows the potential capacity that could be used theoretically but is never achieved due 

to the impact of internal processes.  

 

Fig. 27. Effective amount of stored/released energy and capacity losses: a) charge 

process; b) discharge process. 

To estimate the energy performance of the battery in charging and discharging 

operation, some universal benchmark indicators (which are the same both for charging and 

discharging) are required. Hence, the most important battery parameters were related to the 

power and operation time determined from the geometrical sizes of the VRFB system.  
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The average rated power of VRFB system depending on the loading current density 

(j) can be determined from the geometrical cell size (if the membrane area (Am) is known) 

and number of cells in the stack (nce) as following:  

*
0( )id m ceP j jA n U         (34) 

The operation time can be estimated from the volume of the tanks (Vtk), initial total 

vanadium ions concentration (c0) and membrane area as: 

max, 0( ) id tk
id

m ce

c FV
j

I jA n


          (35) 

It should be noted that power and time are estimated in accordance with Eq.(34) and 

Eq.(35) present characteristics of an ideal battery. In reality, the internal losses will lead to 

deviation of battery operation parameters from their ideal values. 

The average power of the battery at real operating conditions can be estimated with 

the application of voltage efficiency (εv): 

for charging operation:  
( )

( )
( )

id
bat vin

ch

P j
P j

j
     (36) 

for discharging operation:  ( ) ( ) ( )v
bat dis idout

P j j P j    (37) 

In order to estimate operation time at real conditions, the coulombic efficiency (εq) 

(which is actually dimensionless useable capacity in our case) can be applied: 

for charging operation: ( ) ( ) ( )q
ch ch idj j j        (38) 

for discharging operation:  ( ) ( ) ( )q
dis dis idj j j       (39) 
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In addition to power and operation time, it is also important to know the amount of 

energy required for battery charging and energy that can be delivered to the consumer 

during discharge.  

The energy required for charging ( inE ) is connected with the corresponding energy 

stored in the battery ( storE ) through charging voltage efficiency (at constant current density 

in charging operation): 

( ) ( )
( ) ( ) ( )

( ) ( )

q
stor ch

in id idv v
ch ch

E j j
E j P j j

j j

 
 

       (40) 

where the stored energy is estimated as: 

( ) ( ) ( )q
stor ch id idE j P j j         (41) 

The energy delivered (Eout) to the consumer during discharge is connected with 

stored energy as: 

( )
( ) ( ) ( )

( )

q
vdis

out dis storq
ch

j
E j j E j

j

 


       (42) 

Finally, taking into account Eq.(41) we can rewrite it as follows: 

( ) ( ) ( ) ( ) ( )q v
out dis dis id idE j j j P j j         (43) 

As can be seen from the equations presented above, the input and output parameters 

are connected with ideal parameters though the coulombic and voltage efficiencies, which 

depend on the loading current density. However, many techno-economic studies for VRFB 

systems do not take into account the influence of internal losses on the power and operation 

time, considering only charging and discharging energy efficiencies, which are assumed to 
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be constant. In other words, in the framework of such approach (which further we call 

‘standard’), energy required for charge and provided to the consumer during discharge are 

connected with stored energy though following equations: 

, ,

( ) ( )id idst stor
in e st e st

ch ch

P j j SOCE
E


 


        (44) 

, , ( ) ( )st e st e st
out dis stor dis id idE E P j j SOC          (45) 

where final initSOC SOC SOC    presents the operating range of SOC (in our case 

0.8SOC  ). 

It is worth noting, the standard approach can lead to significant errors because of 

disregarding the impact of internal losses. To demonstrate it, we have compared the 

standard approach with our method assuming that , , 0.94e st e st
ch dis    [101].      

4.6 Results and discussion 

First, the influence of internal losses was analyzed considering the polarization 

curve (Fig. 28). In the ideal case, when there are no losses in the cell, the battery voltage 

(blue line) remains constant with a change of current density. However, in reality (black 

dots) the battery voltage drastically decreases with the increase of current density. It should 

be noted as well that the contribution of ohmic and concentration losses increases with the 

increase of current density. The influence of ohmic losses (grey region) has a linear 

behavior (due to the linear connection of ohmic overvoltages with the current in the Ohm’s 

law). Nevertheless, the influence of concentration losses (orange region) has significantly 

nonlinear behavior, noticeably enlarging with the growth of current density and leading to 
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a drastic drop in battery voltage. Such behavior can be explained by the mass transport 

limitations, which take place in the electrode||electrolyte interface due to the concentration 

gradient on the surface of the electrode. The increase of current density requires more 

reactants for “current production”; hence a larger amount of reactants moves form 

electrolyte in the cell to the surface of the electrode to ensure higher currents. This, in turn, 

causes the growth of mass transport losses on the surface of the electrode that implies an 

increase of the corresponding voltage drop. 

 

Fig. 28. Polarization curve with the influence of internal processes depending on 

current density: exp – experimental data [111], calc – simulation results, OCV – open-

circuit voltage.  

In addition to ohmic and concentration losses, the crossover phenomenon (transport 

of vanadium ions across the membrane) leads to the self-discharge reactions and shortens 

available battery capacity that can have a crucial role during battery operation. These 
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processes were discussed and analyzed in the previous chapter, so here we do not go into 

detail while the reader can find them in Sec. 3.8.  

The joint effect of all of the processes discussed above can lead to a significant 

deviation of main battery parameters (rated power and operation time) from their ideal 

values that can be seen in Table 7, which presents the ideal values of the key VRFB 

parameters and the values obtained from  

numerical simulations. 

 

Current, A 60 90 120 150 
Current density, 

mA cm-2 
40 60 80 100 

id , h 4.47 2.98 2.23 1.79 

ch , h 4.03 2.65 1.95 1.51 

dis , h 3.16 2.09 1.55 1.23 

idP , kW 3.36 5.04 6.72 8.40 

bat in
P , kW 3.45 5.25 7.10 8.98 

bat out
P , kW 3.24 4.78 6.28 7.73 

 

The total influence of internal losses on the battery voltage during battery operation 

at higher current density is demonstrated in Fig. 29. The share of ohmic losses is shown by 

grey color and determined as the region between calculated battery voltage (red line) and 

battery voltage without ohmic overvoltages or ir-free voltage (black dashed line). The share 

of concentration losses is shown by the orange color and determined as the region between 

 The key VRFB parameters for different current densities. 
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the ir-free voltage curve and equilibrium potential curve calculated by the Nernst equation, 

with crossover (blue dashed line). The contribution of crossover is shown by yellow color 

and estimated as the region between Nernst curves with crossover (blue dashed line) and 

without it (solid black line). 

 

Fig. 29. Influence of internal processes on the battery voltage: a) charge; b) 

discharge; ohm – ohmic losses; conc – concentration losses; cros – crossover losses. 

As it can be seen, the dominant role in voltage deviation belongs to ohmic losses in 

both charging and discharging operation, while concentration losses and crossover are 

mainly responsible for the capacity drop. The influence of these processes depending on 

the current density, will be investigated more detailed in the further sections in terms of 

voltage and coulombic efficiencies.   

4.6.1 Voltage efficiency 

In this section, the influence of internal processes on the voltage efficiency as a 

function of current density was analyzed. Fig. 30 shows the charging and discharging 
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voltage efficiencies calculated in accordance with Eq.(36) and Eq.(37). As can be seen, the 

voltage efficiency demonstrates the same trend in charging and discharging operation 

linearly declining with the increase of current density. Such linear behavior of the voltage 

efficiencies can be explained by the fact that the considered range of current densities 

corresponds to the linear region of the polarization curve where the internal processes 

intensify linearly with an increase of current density. 

 

Fig. 30. Stack voltage efficiency at different charging and discharging current 

densities (red – charge mode, black – discharge mode). 

Interpolating the obtained results, the voltage efficiency during charge and 

discharge could be analytically described as a function of dimensionless current density (

j ): 

 4( ) 7 10 1.0058v
ch j j           (46)  
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4( ) 8 10 0.9811v
dis j j            (47) 

Here and further, the dimensionless current density ( j ) presents the current 

density related to 1 mA cm-2. 

It is worth noticing as well that charging voltage efficiency is higher than 

discharging one for all considered current densities. To understand the reason of this 

phenomenon, the contribution of internal processes to the corresponding voltage drops 

should be investigated. In order to do that, the share of each process presented in Fig. 20 

was analyzed for each current density and plotted as a bar chart in Fig. 31. As it can be 

observed, the internal losses in charging operation are mainly constituted by ohmic and 

concentration overpotentials while in discharging; in addition to that, the battery voltage is 

also significantly affected by the crossover. It should be noted that the concentration losses 

have an insignificant impact on battery performance and demonstrated the symmetric 

influence on the voltage losses during battery operation (approx. 2% of total losses in both 

charging and discharging), while the effect of crossover is significantly more intensive in 

discharge. Thus, the lower value of voltage efficiency in discharging operation is mainly 

connected with the asymmetric behavior of crossover.  
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Fig. 31. Contribution of internal processes to the voltage losses in the stack: a) 

charge; b) discharge (ohm – ohmic losses, conc – concentration losses, cros – crossover 

losses). 

The small impact of the concentration losses can be addressed to the fact that the 

considered range of operating current densities is located rather far from the limiting 

current. Hence, the mass transport limitations are rather small and do not dominate over 

the other internal processes. At such operating conditions, the concentration overvoltages 

become pronounced only at the beginning and at the end of battery operation, which 

presents a small period of time comparing to the total operation time. As a result, the 

integral impact of concentration overvoltages is rather small in the total voltage losses. 

In order to understand the asymmetric behavior of crossover, we need to look at the 

main driving forces for the transport of vanadium ions across the membrane. The crossover 

flux is formed by three components of mass transfer [69]: diffusion (due to concentration 

gradient), migration (due to electric field) and convection (due to bulk movement of 
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electrolyte). It was shown in [63] that convection of electrolyte though the membrane is 

mainly driven by water electro-osmotic drag, and hence, the convective flux has the same 

direction as the electric field in the membrane. Thus, migration and convection fluxes are 

directed in the same way as electric current. As it was discussed in the previous chapter, 

the diffusion of V2+/V3+ ions is directed towards the positive half-cell, while the diffusion 

of VO2+/VO2
+ ions has the opposite direction. It is worth noting as well that the diffusion 

fluxes have the same direction both in charge and discharge modes. It might be addressed 

to the fact that the transferred V2+/V3+ ions do not exist in the positive half-cell owing to 

their fast reactions with VO2+/VO2
+ ions there. Thus, the concentration of V2+/V3+ ions is 

always higher in the negative half-cell and their concentration gradient is directed towards 

the positive half-cell. The same explanation can be applied for the diffusion flux of 

VO2+/VO2
+ ions, which is always directed towards to the negative half-cell. At the same 

time, the migration and convection fluxes change the direction in charge and discharge 

modes owing to different directions of charging and discharging currents. Thus, in 

discharge mode, the migration and convection reinforce the crossover fluxes of V2+/V3+ 

ions and mitigate the crossover fluxes of VO2+/VO2
+ ions, while in charge mode, it is the 

other way round. In addition, it was shown in our previous work [112] that the integral 

effect of migration and convection for each type of vanadium ions can be accounted for as 

a coefficient for the corresponding diffusion flux. As a result, the intensity of the crossover 

flux for each ion is governed by the diffusion rate, which is determined by the ion’s 

diffusion coefficient. The diffusion coefficients for V2+/V3+ ions are higher than the 
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diffusion coefficients for VO2+/VO2
+ ions. Thus, the total crossover rate is higher in 

discharging and lower in charging operation. 

As can be seen from Fig. 32, the operation time for the ideal battery has a reciprocal 

dependency on the current density. It can be addressed to the fact that the maximum 

theoretical battery capacity is fixed by the volume of electrolyte in the tank and total 

concentrations of vanadium ions. An increase of loading current intensifies the 

electrochemical reactions, and hence, the battery starts to operate rapidly. As a result, the 

available capacity will be “taken” faster and the operation time will reduce.  

 

Fig. 32. Battery operation time at different charging and discharging current 

densities (blue – ideal case (no losses), red – simulations for charge mode, black – 

simulations for discharge mode).  

The influence of internal processes results in a larger decrease of operation time 

than in the ideal case. This can be addressed to the fact that an increase of current density 
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accelerates the internal processes, and consequently, intensify the corresponding 

overvoltages. As a result, the deviation of battery voltage from the voltage of the ideal 

battery (which corresponds to equilibrium potential) will increase and the cut-off limits 

will be reached earlier, leading to shorter operation time. Moreover, the simulations 

showed that in discharging operation, the battery operation time is significantly shorter 

than the ideal value (Fig. 32). That can be addressed to the influence of crossover, which 

represents the main reason for the observed decrease of operation capacity (and time) (Fig. 

29). As was discussed above, the crossover has an asymmetric behavior having a stronger 

impact in the discharge process, and hence, leading to a more notable time shortage.  

4.6.2 Coulombic efficiency 

In this section, the influence of internal processes on the coulombic efficiency was 

investigated. As it was shown in Fig. 27, in real operating conditions, the useable amount 

of battery capacity is smaller than the theoretical value. Fig. 33 shows the coulombic 

efficiencies calculated in accordance with Eq.(38) and Eq.(39). As it can be seen, the 

useable battery capacity reduces with the increase of current density. It can be addressed 

to the fact that higher current density intensifies the internal losses and implies the 

reduction of operation time. The shorter operation time, in turn, shortens the amount of 

electrolyte used for battery operation. As a result, not all vanadium ions that could 

potentially react were involved in the process, determining the battery capacity decay. It is 

worth noting as well, that battery demonstrated better performance in charging operation 

with charging coulombic efficiency around 88%, which is notably higher the discharging 
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one (which is around 70%). Moreover, as it can be observed from Fig. 33, the charging 

efficiency manifests slightly nonlinear behavior with an increase of current density.  

 

Fig. 33. Coulombic efficiency (useable battery capacity) at different charging and 

discharging current densities (red – charge mode, black – discharge mode).  

In order to understand such nonlinear behavior, we need to look at the main internal 

processes, which contribute to the capacity decay. Fig. 34 illustrates that the observed 

shortage of capacity is mainly determined by concentration overvoltages and crossover. 

The nonlinear behavior of coulombic efficiency in charging operation can be attributed to 

the influence of concentration overvoltages, which have a larger share in charge than in the 

discharge process and grow with an increase of current density (due to intensification of 

mass transport processes on the surface of electrodes).  

At the same time, the capacity drop in discharging operation demonstrates the linear 

decay and shows an insignificant sensitivity to the increase of current density, gradually 
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decreasing from 71% to 69%. It can be attributed to the fact that capacity decay in discharge 

is mainly (more than 90%) caused by the crossover. Insignificant change of crossover flux 

for different current densities can be addressed to the fact that for large scale cells, the 

crossover flux is mainly governed by the diffusion component, which does not depend on 

the current density. It also should be noted that the influence of crossover is more 

significant in discharging than in charging operation, as explained in Sec. 4.6.1. 

 

Fig. 34. Contribution of internal processes to the capacity decay during battery 

operation: a) charge; b) discharge (conc – concetration losses; cros – crossover losses).  

Interpolating the obtained results, we proposed the analytical dependencies for 

charging and discharging coulombic efficiencies as a function of dimensionless current 

density ( j ): 

5 2 4( ) 10 5 10 0.8965q
ch j j j              (48) 

4( ) 3 10 0.7182q
dis j j           (49) 
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4.6.3 Charge-discharge operation 

In this section, we studied the charge-discharge battery operation considering 

different loading currents and comparing different approaches for estimation of battery 

performance described in Sec.4.5. 

First, the most extreme cases for battery operation were considered: slow charge – 

slow discharge (SC-SD) and fast charge – fast discharge (FC-FD). The battery was charged 

starting from initial SOC of 10% till the upper cut-off voltage of 64 V. After that, the 

battery was discharged with the same current density till the lowest cut-off voltage of 40 

V. The corresponding loading profiles and voltage curves are presented in Fig. 35.   

 

Fig. 35. Current profiles and voltage curves for SC-SD and FC-FD operation 

modes: a) voltage profile (slow mode); b) voltage profile (fast mode); c) loading current 

(slow mode); d) loading current (fast mode). 
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In the slow mode, which is related to the lowest current density (40 mA cm-2), the 

internal processes are not very intensive, and as a result, the losses are low. On the contrary, 

the fast mode corresponds to the highest current density (100 mA cm-2), which notably 

accelerates the internal processes leading to significant losses. The corresponding amounts 

of energy taken from the grid (Ein) and delivered back (Eout) are shown in Fig. 36.  

In the presented data (Fig. 36), we assumed that the numerical simulation results 

(labeled as ‘NS’) could be used as a reference value for comparison of the proposed 

approach (labeled as ‘PR’) and standard approach (labeled as ‘ST’) described in Sec.4.5. 

First, comparing the battery performance in slow and fast modes, we can see that the energy 

required for battery charging in these two cases is nearly the same and presents the value 

of 14 kWh. It should be noted that this value is smaller than the theoretical one on the 10% 

that is mainly related to the initial SOC of 10%. 

The discharge mode is characterized by larger energy losses, and thus, a smaller 

amount of energy can be delivered to the consumer (Eout).  Moreover, in the fast mode, the 

delivered energy is smaller on 1 kWh than in the slow mode and presents a value of 9 kWh 

that is 60% of theoretical capacity. It can also be observed that the proposed approach 

slightly overestimates the battery performance both in charging and discharging operation, 

and hence, demonstrates a smaller amount of energy required for charge and a higher 

amount of energy released during discharge. It can be addressed to our assumption that 

averaged equilibrium potential equals formal potential (Uo*=1.4 V). However, in reality, 

this value is slightly smaller due to shorter battery operation time and a smaller range of 



121 

  

OCV (which corresponds to the equilibrium potential in our considerations). Nevertheless, 

the highest error for estimation of energy amounts in the framework of the proposed 

approach (that was observed for the fast mode operation) presents less than 6%. At the 

same time, the standard approach showed a notable deviation from the simulated results 

leading to an error of 20%. 

 

 

Fig. 36. Energy required for battery charge and delivered to the grid during 

discharge: a) SC-SD mode; b) FC-FD mode; NS – numerical simulations; PR – proposed 

approach; ST – standard approach.           

In addition to the estimation of energy amounts, it is also very important to look at 

the battery usage protocol (the schedule how the battery is used) that includes the loading 

power (which is assumed to be averaged over time) and corresponding operation time. The 

usage protocol is used in practical applications for planning of preliminary battery schedule 

and for estimation of battery performance in long-term operation. Fig. 37 presents the usage 

protocols for slow and fast operation modes considered above. As can be seen, the usage 
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profile obtained in the framework of the proposed simplified approach (blue line) has a 

good agreement with the profile based on the data from detailed numerical simulations 

(black dashed line) (average error less than 3%). On the contrary, the standard approach 

with constant efficiencies (red line) leads to significant error and can overestimate battery 

operation time up to 1 hour. Such error can be critical for stable operation of the grid, as 

according to this profile, the battery should provide the power to the grid, while in reality, 

it is not able to fulfill this requirement. As a result, the additional power sources need to be 

applied at this time in order to support the given loading profile. It should be noted as well 

that this error has an accumulative effect and will increase with the number of cycles 

leading to the drastic difference in the real and expected battery operation profile, that can 

be either dangerous for the battery or for the entire grid.   

 

Fig. 37. Simplified battery usage profiles in different operation modes: a) slow 

mode; b) fast mode; NS – numerical simulations; PR – proposed approach; ST – standard 

approach. 
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After that, the combination of slow and fast modes in charge and discharge was 

considered: slow charge – fast discharge (SC-FD) and fast charge – slow discharge (FC-

SD). As in the previous case, the battery was charged with one current starting from initial 

SOC of 10% till the upper cut-off voltage of 64 V. After that, the battery was discharged 

with the other current till the lowest cut-off voltage of 40 V. The corresponding loading 

profiles and voltage curves are presented on Fig. 38.    

 

Fig. 38. Current profiles and voltage curves for SC-FD and FC-SD operation 

modes: a) voltage profile SC-FD mode; b) voltage profile FC-SD mode; c) loading current 

SC-FD mode; d) loading current FC-SD mode. 
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The considered modes can be interesting for some practical tasks. The first 

combination (SC-FD) has a practical value for the situation when the grid cannot provide 

high power for battery operation (slow charge mode), but afterward, while discharging, the 

battery will need to compensate significant power dispatch in the grid (fast discharge 

mode). The second combination (FC-SD) can be considered for cases when the battery can 

be charged fast (e.g., due to sudden fluctuation in the power generation from the 

renewables) and need to be used for longer electricity supply with low power.  

The comparison of energy amounts (Fig. 39) showed that the proposed approach 

allows estimating battery operation more accurately than in the cases considered before. 

That is likely due to a smaller error for smaller currents in the proposed approach, and as 

far as here we considered the combination of high and low currents, the integral error is 

smaller than in the previous cases when the currents in charge and discharge were equal. 

In addition, the standard approach demonstrated the same significant error for both cases 

that can achieve nearly 20%. 
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Fig. 39. Energy required for battery charge and delivered to the grid during 

discharge: a) FC-SD mode; b) SC-FD mode; NS – numerical simulations; PR – proposed 

approach; ST – standard approach.         

The battery usage profiles for the considered cases are shown in Fig. 40. As can be 

seen, the standard approach (red line) demonstrated the same error as in the previous cases 

leading to a mistaken estimation of battery operation time around one hour. At the same 

time, the proposed approach (blue line) showed a good agreement with numerical 

simulations (black dashed line) with an average error of less than 3%. As a result, the 

proposed approach can be used for the development of usage profiles for real VRFB 

systems working at different operating conditions. 

    

Fig. 40. Simplified battery usage profiles in mixed operation modes: a) SC-FC 

mode; b) FC-SD mode; NS – numerical simulations; PR – proposed approach; ST – 

standard approach. 
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4.7 Conclusions 

The development of practical tools for estimation of Vanadium Redox Flow Battery 

(VRFB) performance is fundamental for the determination of design parameters 

(membrane area and volume of the tanks) and proper operation constrains (operation time 

and power) that could ensure reliable operation of these systems. In this study, we have 

proposed a new method, which is able to relate the key properties of real VRFB systems, 

such as rated power, energy capacity and operation time to their ideal characteristics 

determined from the geometrical size of the system. Such an approach allows estimating 

VRFB performance in charging and discharging operation separately that brings an added 

value for the understanding of internal physical processes and their impact on the 

aggregated VRFB characteristics.  

First, the analysis of voltage and coulombic efficiencies in charging and discharging 

operation depending on different loading currents is performed basing on the detailed 

numerical simulations of the considered VRFB system. The main findings can be 

summarized as the following:  

(1) The voltage efficiency declines linearly with the increase of current density both 

in charging and discharging operation. Such behavior can be addressed to the fact that in 

the considered range of current densities (40 – 100 mA cm-2) the internal processes 

intensify linearly with an increase of current, leading to linear growth of corresponding 

losses. In the charge mode, the voltage losses are mainly presented by the ohmic 

overvoltages, while in discharge mode, the crossover also starts to affect the battery voltage 
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resulting in lower voltage efficiency. In addition, it should be noted that the voltage 

efficiency in discharge is lower than in charge, which is attributed to the asymmetric 

behavior of crossover, which is more intensive in discharge mode that was explained in 

Sec. 4.6.1.  

(2) The useable battery capacity is smaller than the capacity determined by the 

amount of chemicals contained in the tanks (maximum theoretical capacity) and this 

deviation becomes more pronounced for high current densities. Our investigations revealed 

that the observed capacity decay is a result of the joint effect of mass transport limitations 

on the electrodes and transport of vanadium ions across the cell's membrane. Moreover, 

the charging coulombic efficiency showed nonlinear behavior with an increase of current 

density that can be addressed to the impact of concentration losses, which have a larger 

share in charge mode. In addition, the results showed that discharge mode is characterized 

by stronger capacity decay, which showed negligible sensitivity to current density 

presenting around 30% of the maximum theoretical capacity for all considered current 

densities. Such behavior is mainly attributed to the intensification of net crossover fluxes 

in discharging operation.  

After that, the simplified methodology is proposed, characterizing the efficiencies 

as a function of current density. The approach was validated considering the extreme cases 

of battery operation strategies related to slow and fast modes. The results showed that the 

proposed methodology has a good agreement with the results of detailed numerical 

simulations (with averaged error less than 3% for averaged power and time and 6% for 
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stored energy). Thus, the proposed methodology can be used as a simple tool for correct 

estimation of battery power and operation time in grid-scale simulations.  It can be 

especially important for the development of accurate battery usage protocols that allow 

avoiding over/underestimation of rated power/capacity and operation time of the VRFB 

system at real operating conditions, that in turn can prevent serious failures in the entire 

grid (in case of micro-grid application) or fines for system operator (in case of grid-

connected storage application). 
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  Chapter 5. Control of electrolyte flow rate 

5.1 Introduction 

One of the key components of VRFB is the battery management system (BMS), 

which monitors and controls such parameters as loading current, battery temperature and 

electrolyte flow rate in order to ensure stable battery operation with high efficiency and 

low degradation [19,113]. The connection of the battery to the grid with the application of 

BMS is shown in Fig. 41, where the BMS is connected with the battery and the power 

electronic converter that transforms voltage to the required range and current from the AC 

to DC. At the same time, the BMS receives information about battery voltage, the instant 

temperature of the stack and battery SOC. Basing on that and considering the requirements 

from the grid, the BMS forms the control actions that ensure stable battery operation:  

 the current is determined by the power electronic converter, depending on the 

battery state of charge (SOC) and required power for the grid; 

 the battery temperature is controlled by a thermal management unit, which keeps 

the battery in an admissible range of temperatures [61]; 

 the flow rate controller adjusts the flow rate of electrolyte in the VRFB cell 

depending on different operating conditions [114].  
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Fig. 41. Grid connection of the battery. AC and DC are alternative and direct 

current, respectively; BMS – the battery management system; SOC – the battery state of 

charge.  

Although the control of current and temperature is common for all types of batteries, 

the flow rate control is one of the unique features of VRFB technology that gives additional 

benefits for its application (in comparison to conventional batteries such as Li-ion). A 

properly designed flow rate control system reduces internal losses related to pumps’ 

consumption [115] while increasing battery lifetime due to lower pressure gradients in the 

hydraulic circuit [99]. Moreover, to assure stable battery operation, the controllers should 

be fast enough to work in real-time mode with good damping of oscillations caused by 

dynamically changing loading conditions. Fig. 42 shows an example of the battery 

response for a sudden change of the loading current. As it can be seen, at the maximum 

flow rate, the battery is able to track the changes in the load, while at the minimum flow 

rate, it was not able the follow the changes reaching the lower cutoff voltage, and thus, the 

battery was terminated soon after the current jump. The reason for such behavior will be 

discussed in the next sections, while here we would like to highlight the importance of the 

flow rate regulation. 
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Fig. 42. The battery response for a sudden change of the loading current: a) loading 

current profile; b) battery power at maximum (blue line) and minimum (red line) flow rates. 

A number of studies devoted to different strategies of flow rate control have been 

published during the last decade. The simplest control systems are based on open-loop 

approaches and directly regulate the flow rate utilizing empirical laws. Some open-loop 

controllers use pulsating flow rate by switching on/off the pumps, and thus, reducing the 

pumping energy consumption as compared to the constant flow rate [116]. Nevertheless, 

these discontinuous control approaches have limitations, as frequent switches do not 

guarantee efficient energy management but speed up the equipment aging and battery 

degradation. In addition, the determination of proper periods for on/off modes is getting 

complicated at suddenly changing loading conditions. Thus, flow rate regulation within a 

continuous open-loop control framework can ensure a more reliable and efficient battery 

operation during sudden oscillations of the loading current. More advanced control 

strategies utilize the Faraday's law of electrolysis. Within these strategies, the controller 
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continuously varies the flow rate providing the balance between feeding and consumed 

ions (equilibrium state) in the cell [43,117]. The notion of a specific constant/varying gain 

referred to flow factor was used for further improvement of the approach [87,118,119]. 

Another extension proposed in [120] modified the Faraday’s law with power-law 

approximation dependent on the SOC. The open-loop control approaches have some 

advantages and limitations. On the one hand, they are very simple, and thus, can be applied 

for real-time regulation of flow rate. On the other hand, the open-loop systems are not 

robust in practical applications as they adjust the flow rate using some empirical laws 

without consideration of the battery output. Moreover, battery parameters are changing 

during long-term operation due to the degradation of internal components that should be 

taken into account for proper control.  

Some more advanced control strategies utilize optimization techniques for 

computation of flow rate that would ensure the maximization of some desired battery 

parameters like efficiency, capacity, operation time [121–127]. Although these approaches 

look more beneficial than pulsating flow rate/flow factor strategies, they require time-

consuming computations and therefore are not applicable in real-time control tools. In 

addition, the transient battery performance (magnitudes/durations of overshoots and 

oscillatory behavior) under time-varying loads is out of the scope within such approaches. 

On the contrary, the implementation of closed-loop control strategies can avoid the 

mentioned drawbacks due to the presence of a controller that takes into account 

measurements of current battery outputs and minimizes the tracking error.  
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To the best of our knowledge, only a few works have studied feedback approaches 

for electrolyte flow rate control. The paper [97] reported simple nonlinear feedback based 

on switching the pumps from minimum to maximum flow rate at some certain voltage. 

However, such an approach has the same drawbacks as discontinuous control methods 

discussed in the beginning.  The authors of another work [67] proposed a classical closed-

loop control approach using a proportional and integral (PI) controller. The designed 

controller adjusts the electrolyte flow rate in order to ensure good electrochemical 

conversion in the cell. This strategy was proven to be robust against sudden changes in 

load, tracking a desired reference trajectory with high accuracy. However, the 

straightforward application of this approach in practice is obstructing, as long as accurate 

measurements of conversion coefficient are not feasible in real VRFB systems. Moreover, 

the real-time computation of the proposed reference trajectory requires significant 

computational power. Some results based on control fuzzy logic ensuring the good 

dynamic performance of the battery with fast response, were studied in [98]. Nevertheless, 

the developed controller has significant computational complexity and may require the 

application of sophisticated and expensive hardware. 

The main features of the control strategies mentioned above are summarized in    

table 8. 
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Paper Control approach Effect 

[116] 
Pulsating flow rate regulation 

(periodical switch on/off pumps) 

Reduction of pumps’ consumption by two 

times in comparison to constant flow rate 

[97] 

Switching the pumps from minimum to 

maximum flow rates at some certain 

voltage 

Increase of total energy efficiency by 8% in 

comparison to the fixed high flow rate 

[43] 
Faraday's law of electrolysis with fixed 

flow factor 

Reduction of pumps’ consumption by two 

times in comparison to constant flow rate 

[118] 
Faraday's law of electrolysis with 

variable flow factor 

Increase of total energy efficiency by 8% in 

comparison to the fixed flow factor 

[120] 
Approximation of  Faraday's law by 

power law function of SOC 

Increase of total energy efficiency by 3.5% in 

comparison to the constant flow rate 

[121] 

Optimization of battery operation by 

maximizing the battery power while 

minimizing pumps’ consumption 

Increase of total energy efficiency by 10% in 

comparison to the constant flow rate 

[122] 
Combination of losses minimization 

with the flow factor strategy 

High system energy efficiency (more than 

87%) at dynamic loading conditions 

[123] 

Combination of losses minimization 

with the flow factor strategy 

Reduction of the VRFB operation cost by 11 

– 20% in comparison to non-optimized 

battery operation 

[124] 
Minimization of total energy losses Increase of the battery capacity up to 5.4% in 

comparison to flow factor strategy 

[125] 
Minimization of total energy losses Improvement of the system energy efficiency 

up to 34% as compared to constant flow rate 

 Control strategies for flow rate regulation. 
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[128] 

Model predictive control with 

application of neural networks 

Slight improvement of voltage battery 

efficiency (around 1%) in comparison to 

constant flow rate battery operation 

[126] 
Minimization of total energy losses in 

charging process 

Increase of system energy efficiency up to 5 

% in comparison to flow factor strategy 

[67] 

PI controller with gain scheduling Good battery performance at dynamic 

loading conditions with constant conversion 

in the cell 

[98] 

Fuzzy logic controller Good dynamic battery performance with fast 

response in different modes of operation 

(power and energy savings modes) 

 

It should also be noted that the papers considered above are mainly focused on the 

control of mass transfer in the cell. However, the performance of VRFB systems is also 

notably affected by the mass transport processes in the porous membrane caused by the 

crossover (transfer of vanadium ions across the membrane) [44]. The crossover implies an 

imbalance of electrolytes in the negative and positive sides, reducing usable battery 

capacity. Thus, in addition to the mass transfer control in the cell, such imbalance also 

needs to be detected and periodically corrected by a specific class of electrolyte control 

strategies. These strategies are aimed at recovering initial capacity using electrolytes’ 

rebalancing [129] with periodic remixing [130] or hydraulic shunt [131]. Therefore, such 

complex nonlinear dynamics of VRFB imply multi-stage control problems to be 

systematically identified, analyzed, and resolved in a consistent fashion for the design of 

efficient BMS. 
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In this chapter, we propose a novel strategy for flow rate control in VRFB systems. 

The contribution of our work is twofold. First, we introduce a hierarchical classification of 

tasks related to flow rate regulation. Such methodology allows ranking different control 

problems according to their nature and characteristic time of underlying VRBF processes. 

Second, we design a closed-loop control system that ensures stable and robust battery 

operation at drastically changing loading conditions and improves the existing feedback 

control approaches [67]. The cornerstone of our method is the algorithm for the 

determination of optimal reference OCV that significantly reduces computational 

complexity and provides necessary performance in terms of control actions, equipment 

aging and energy savings. 

5.2 Timescales and three-stage flow rate control 

Each component of the VRFB system can be characterized by different time 

constants (or characteristic times) of the processes taking place in the corresponding 

domain (tanks, pumps or cell). For example, the transport of vanadium ions across the 

membrane is a slow process and plays a significant role only after several cycles, while the 

mass transport processes within chemical conversion in the cell are important during a 

single cycle. Finally, the processes related to hydraulic inertia of the system and transport 

of ions in the pipes are getting important during transient periods only at drastic changes 

of loading conditions. Based on the characteristic time of the mass transport processes, 

each of them can be controlled independently by local feedback controllers. Thus, a three-
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stage control system can be proposed in order to keep the desired battery performance 

within each timescale (Table 9). The general control hierarchy may look as follows: 

The first stage deals with the fastest processes in the system (hydraulic inertia, 

transport delay). This can be performed by means of a dynamic pump controller, ensuring 

the required behavior of pumps; 

The second stage is related to control of chemical conversion in the cell in cycling 

operation and can be based on  the Faraday's law/real-time optimization/feedback control; 

The upper level controls the slowest processes related to mass transport in the 

membrane. The corresponding control can be based on the periodical rebalancing of 

electrolyte in the tanks. 

Timescale Physical processes 
Control 

level 

Battery 

component 

10 – 100 cycles 
Electrolyte imbalance in the tanks due 

to crossover 

3rd level of 

control 
Tanks/Cells 

1 cycle (1000 s) 
Mass-transport in the cell during 

cycling operation 

2nd level of 

control 
Cells/Pipes 

ms – s 
Transport delay in the pipes and inertia 

of the pumps 

1st level of 

control 
Pumps/Pipes 

 

 Three-stage control hierarchy. 
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This hierarchy shows that all hydraulic related processes in the VRFB system live 

within their own timescales. Thus, the entire control system can be decomposed into three 

independent parts related to the corresponding control stages. Such decomposition and 

multistage control techniques have many benefits, including [132]: 

 possibility of using different types of controllers for each local problem; 

 reduced computational requirements; 

 increased robustness, security and reliability. 

Among the control levels presented in Table 9, the second one is of special practical 

interest. A single cycle operation can be considered as a unit (or elementary) time interval 

that repeats during long-term battery operation. In this study, we mainly focus on the 2nd 

level of control, neglecting the effects of transport delays, hydraulic inertia of the system 

and crossover. Such an assumption significantly simplifies the mathematical model, while 

the neglected phenomena can be analyzed and controlled within the corresponding levels 

of three-stage hierarchy.   

5.3 Controller design 

The block diagram of the proposed closed-loop system for flow rate regulation is 

presented in Fig. 43. It should be noted that in our simulations, the block Loading profile 

is represented by a test signal defined in advance (current in charge/discharge mode), while 

in real applications, the loading current I is formed by the power electronic converter in 

order fulfill requirements of the external grid. The Reference block transforms the desired 

voltage into a function of time (the method to obtain the reference trajectory will be 
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discussed in Sec. 5.5).  The Battery model represents battery dynamics. The Controller 

consists of proportional and integral (PI), and feedforward (if needed) components with 

three adjustable coefficients.  

 

 

Fig. 43. Flowrate control system with proportional-and-integral (PI) and 

feedforward (FF) controllers. 

The cornerstone of our approach is the algorithm for the determination of the desired 

OCV (see Sec. 3). Such a reference signal provides near-optimal performance at a lower 

cost in terms of the flow rate and pumps energy consumption. One can note that the original 

bilinear model of the VRFB system (see Sec. 3.3) can be linearized around operating 

points, which correspond to optimal flow rates [67]. The simplified linear model of the 

open-loop system has the form of two first-order differential equations. Therefore, the use 

of a conventional PI controller supplemented by a feedforward gain is enough to remove 

steady-state error and reach the desired performance. Relatively easy tuning of the 

controller coefficients and its simplicity are the main advantages of this control strategy 

along with good performance. Thus, the control law has the following form: 

        dp i ft k e t kQ e k I t    ,     (50) 
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where      , , ,ref p i fe t OCV t OCV t k k k  is the error between the desired and real 

voltages and , ,p i fk k k  are the adjustable parameters of the controller. 

Suppose that the time interval  0,   corresponds to the duration of the test loading 

profile. Then, based on this profile, we can minimize the integral square error to find the 

coefficients of the controller: 

    2

, ,
0

, , , min
p i f

ref p i
k k

f
k

OCV t OCV t k k k dt


  .   (51) 

Due to the low dimensionality of the parameter space, this task can be solved by the 

application of Monte Carlo random sampling and direct computation of the objective 

function. 

5.4 Mathematical model 

The concentrations in the cell are obtained from a solution of mass balance 

equations in the cells and in the tanks introduced in Chapter 3 and further extended in 

Chapter 4 for simulation of the stack. The model has been simplified by neglecting the 

crossover term. Such simplification can be applied within the three-stage control system 

proposed in Sec. 2. In the absence of crossover, there is no imbalance in vanadium 

concentrations and the SOCs of the negative and positive sides are equal, while the system 

of mass balance equations can be significantly simplified and written as follows: 

d x
Q x IS

dt
 А

  
,        (52) 

where 
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1 2 3 4 5 6 7 8 2 3 4 5 2 3 4 5( , , , , , , , ) ( , , , , , , , )T tk tk tk tk ce ce ce ce Tx x x x x x x x x c c c c c c c c 


, (53) 
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Here 8 8A  is the matrix related to convection between the cell and the tank,  

1 / tkV  and 1 / ce cen V  . 

The battery power is calculated as a product of stack voltage and instant loading 

current: 

bat batP U I .         (56)  

Since we have neglected the crossover, the state of charge of the electrolyte in the 

tanks is assumed to be equal and is given by: 

52

2 3 4 5

tktk

tk tk tk tk tk

cc
SOC

c c c c
 

 
 .       (57) 

Simulated case study 

In this study, we consider 5 kW/15 kWh VRFB system with technical specifications 

reported in Chapter 4. The system is based on the battery stack comprised by 40 cells with 
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Nafion 115 membrane (area of 1500 cm2), which separates the half-cells. The tanks contain 

200 L of electrolyte (each) composed of 2M of vanadium and 5M of sulphuric acid. The 

electrolytes are pumped through the cells with a volumetric flow rate in the range of 0.05 

– 1.0 L s-1. The averaged cell resistivity is assumed to be 2 Ω cm2 and constant during 

battery operation. The detailed stack parameters are listed in Table 6 (Sec. 4.4). It should 

be noted that a proper selection of membranes and their pre-treatment can notably affect 

the energy efficiency and electrolyte utilization of the VRFB system [133–135], while we 

have taken the standard parameters for Nafion 115, as it is the most well-studied membrane 

in the literature. In addition, the considered VRFB system is one of the possible 

demonstrative examples, however, our approach can also be applied to other systems with 

different electrolyte compositions, as far as it is based on the general physical equations 

that describe processes inside the VRFB system.  

The simulations are performed by using in-house software developed in MATLAB 

environment. The differential equations have been solved numerically using MATLAB 

ODE solver. The developed approach has low computational complexity and demonstrates 

a modest computational time (several seconds for simulation of 1-hour physical operation), 

and thus, can be suitable for application in real-time closed-loop control systems. The 

battery operation is simulated in the wide range of operating loading currents (20 – 180 A). 

The upper and lower cut-off voltages are set as 64 V and 40 V, which corresponds to ~90% 

and ~10% of SOC, respectively.  
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5.5 Optimal OCV and the reference trajectory 

First, we have performed parametric sweep calculations varying the flow rate with 

constant step 0.05 L s-1 from minimum to maximum values at fixed current density. The 

results have revealed the convergence of OCV curves with the increase of flow rate (Fig. 

44). Similar results were also observed experimentally in [119]. For the sake of simplicity, 

we show the results of calculations only for one loading current  (I = 100 A) while similar 

results were obtained for all considered currents. As it can be observed, the flow rate 

notable affects the battery voltage as along with the available capacity that can be used 

during battery operation. The maximum flow rate provides good battery performance with 

the utilization of nearly the whole battery capacity (black dashed line); on the contrary, 

operation at a minimum flow rate (blue line) results in significantly worse performance 

with a rather small capacity utilization (less than 60% of the available capacity). In fact, 

the battery can operate at a maximum flow rate that can guarantee good mass transfer in 

the cell at all considered loading currents. However, a high flow rate induces high pressure 

drops in the stack and pipes that increases risks of leakages and also leads to higher 

deterioration of internal components in the cell, thus significantly reducing battery lifetime. 

In addition, as it will be shown later, the maximum flow rate in many cases is notably 

higher than the optimal value that can ensure the same or nearly the same battery 

performance, and therefore, such strategy also results in additional energy losses. Thus, the 

determination of optimal flowrates that could assure proper battery performance is very 

important for efficient VRFB operation.   
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The parametric sweep calculations also have shown that the maximum difference 

between the OCV curves is observed at the highest SOC (SOC = 90%) and the lowest SOC 

(SOC = 10%) for charge and discharge, respectively, as in these states, the system is the 

most sensitive to the flow rate due to low concentration of active species. Nevertheless, for 

any loading current, it is possible to find a value of flow rate, after which the further 

increase does not significantly change the battery OCV. For example, for considered 

current (I = 100 A), the maximum difference between OCVs for corresponding flow rates 

of 0.25 L s-1 (red dashed line) and 1.0 L s-1 (black dashed line) is only around 2% at SOC 

= 90% (for charge) and SOC = 10% (for discharge).    
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Fig. 44. Parametric sweep calculations for varied flow rate at loading current I = 

100 A, a) charge process, b) discharge process, c) zoom (charge), d) zoom (discharge); 

black dashed line – Qmax = 1.0 L s-1; blue line – Qmin = 0.5 L s-1; red dashed line – Qopt = 

0.25 L s-1; 

To analyze the effect of flow rate on the OCV behavior, we have considered 

dimensionless parameter  calculated as the difference between the nearest OCVs at these 

SOCs with respect to the OCV at maximum flow rate: 

1

max

( ) ( )

( )
n nOCV Q OCV Q

OCV Q
  
         (58) 
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The results (Fig. 45) show when the parameter  reaches the value of 2%, further 

increase of electrolyte flow rate does not have a notable effect on  OCV. It also should be 

noticed, the relative OCV difference has been lower than 2% at the same flow rate for the 

same currents both in charge and in discharge. As a result, we propose the following 

strategy for the determination of the optimal flow rate: 

 parametric sweep calculations with varied flow rate at fixed loading current; 

 the lowest flow rate that ensures less than 2% difference between the nearest 

OCVs with respect to maximum OCV at SOC = 90% (for a charge) and 

SOC = 10% (for discharge) can be chosen as optimal (marked by red stars 

on Fig. 43b). 

 

Fig. 45. Sensitivity of battery OCV to the change of flow rate at fixed loading 

current, a) charge (SOC = 90%), b) discharge (SOC = 10%). 

The application of the proposed strategy allows obtaining the OCV close to 

maximum flow rate while requiring significantly lower flow rates for all loading currents 

in a range. Moreover, this strategy can be easily used for the determination of optimal flow 
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rates in real systems where the first step can be performed by direct experimental 

measurements of charge-discharge curves at different flow rates. The obtained OCV has 

similar behavior both in charge and in discharge for all considered currents. As a result, we 

have used this OCV as a reference for the development of the closed-loop control system.  

Furthermore, the effect of flow rate on the main energy performance indicators of 

VRFB (as Voltage Efficiency (VE), Energy Efficiency (EE) and Electrolyte Utilization 

(EU)) is analyzed (Table 10). For this reason, we consider a single charge-discharge cycle 

with fixed loading current for three different values (30 A, 90 A, 150 A) and three flow 

rates (Qmin = 0.05 L s-1; Qmax = 1.0 L s-1; Qopt = the flow rate determined within the strategy 

described above). 

The VE is calculated as a ratio of the average voltage in discharge to the average 

battery voltage in charge (here the average value is calculated over the time of the 

corresponding process: τdis and τch respectively): 

dis

ch

bat

bat dis dis

bat batch

ch

U dt

U
VE

U U dt









 




       (59) 

The EE is calculated as the ratio of the total energy released during discharge to the 

total energy consumed during charge, taking into account pumps’ consumption: 

( )

( )
dis

ch

bat pump

bat pump

IU P dt

EE
IU P dt













       (60) 
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To determine pumps’ power consumption, we take into account that the VRFB 

system considered in this study is based on the cells with flow-through topology, where 

electrolyte soaks through the porous electrode. It was shown in [136] that for such 

configurations, the pressure drop in the porous electrodes makes up the major part (around 

70%) of pressure losses in the entire VRFB system. Thus, we have estimated the total 

pressure drop as the following:  

1.5tot elp p             (61) 

The flow regimes in the cell correspond to the low Reynolds numbers (Re ~ 1) 

[125], thus the pressure drop in the porous electrode can be estimated with the application 

of Darcy’s law [43]: 

el
ed

LQ
p

A




           (62)  

Finally, the pumps’ power consumption can be estimated as [43]: 

tot
pump

pump

p Q
P




          (63) 

Another important indicator is related to the estimation of Electrolyte Utilization 

(EU) during battery operation. The EU is calculated as a ratio of the sum of battery capacity 

stored in charge mode and released in discharge mode to the theoretical one:  
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      (64) 
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Current, A 30 90 150 

Eff. 

indicator 
VE EE EU VE EE EU VE EE EU 

Qmin 0.931 0.945 0.841 0.835 0.574 0.481 0.782 0.183 0.169 

Qmax 0.968 0.636 0.872 0.908 0.791 0.895 0.850 0.782 0.812 

Qopt 0.933 0.940 0.875 0.881 0.861 0.824 0.830 0.790 0.742 

 

As it can be seen from Table 10, the minimum flow rate provides good battery 

operation only at low current (30A) with high electrolyte utilization (84% of total 

theoretical capacity). Nevertheless, at higher currents, it does not allow to use the full 

capacity of the battery providing only 48% and 17% of electrolyte utilization for 90 A and 

150 A, respectively. The maximum flow rate ensures more than 80% of capacity for all 

considered currents, but it results in low total energy efficiency that can be specially noted 

at low currents when the battery efficiency was around 64% due to the high energy 

consumption of the pumps. The proposed flow rate strategy (Qopt ) provides slightly lower 

voltage efficiency and lower electrolyte utilization as compared to the maximum flow rate 

while ensuring higher total energy efficiency (more than 79%) for all considered currents.  

 Effect of different flow rate strategies on the main VRFB efficiency 

indicators. 
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5.6 Results and discussion 

5.6.1 Short-term operation and transient battery behavior  

First, the investigation of transient battery behavior at dynamic loading conditions 

is performed both in charge (Fig. 46) and discharge (Fig. 47) modes. Here we consider 

worst-case disturbances affecting battery operation, namely sudden switches between the 

minimum and the maximum currents (Fig. 46a and Fig. 47a). The drastic changes in 

loading current should also lead to similar changes in the electrolyte flow rate since it 

should ensure equilibrium between production and consumption of ions. The results show 

that, in general, the proposed control strategy assures good damping of the load changes. 

However, the flow rate exhibits some transient behavior with smooth exponential 

switching between the regimes (Fig. 46b and Fig. 47b). This can be attributed to the internal 

hydraulic inertia of the entire VRFB system related to the volumetric transport of ions in 

the tanks and cells. Nevertheless, the designed controller is able to track reference 

trajectory with high accuracy, the maximum deviations between the calculated voltage 

(orange line) and reference one (red dashed line) are observed only at the transient points 

and present less than 0.2% for the charge (Fig. 46c) and 0.15% for discharge (Fig. 47c). 

As a next step, we consider the application of feedforward gain using the approach 

proposed in [67]. The feedforward controller eliminates the effects of changes in current, 

thus keeping the system invariant regarding all disturbances. Finally, the application of 

feedforward gain results in faster switches of the flow rate (blue line) as depicted in Fig. 

46b and 47b. The tracking of reference voltage trajectory with and without feedforward 
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gain is presented in Fig. 46c and 47c. The average error between the reference (red dashed 

line) and calculated (blue line) voltages is shown to be less than 0.0005 %. Therefore, in 

further simulations, we used a control system with feedforward gain.  

 

 

Fig. 46. Battery transient behavior in short-term charging operation: a) loading 

current; b) flow rate profile; c) battery OCV voltage. 
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Fig. 47. Battery transient behavior in short-term discharging operation: a) loading 

current; b) flow rate profile; c) battery OCV voltage.  

5.6.2 Long-term battery operation  

In this section, we consider the battery operation in the time of one charge or 

discharge cycle. First, to understand the limitations of our system, we analyze battery 

operation under two constant flow rates of Qmin = 0.05 L s-1 and Qmax = 1.0 L s-1, further 

referred to as minimum and maximum flow rates, respectively. The profiles for loading 

current are chosen to test a wide range of operating conditions, including the most 

complicated cases for battery operation with several sudden surges during charge (Fig. 48a) 

and discharge modes (Fig. 49a).  

As expected, the simulations with maximum flow rate demonstrate good battery 

behavior in the whole range of operating SOCs both in charge (Fig. 48d) and discharge 



153 

  

modes (Fig. 49d), proving that the considered profiles are chosen in a proper way, and the 

battery can follow them fulfilling the loading requirements. 

On the next step, operation with a minimum flow rate is simulated. The results show 

that this flow rate allows keeping the output power quite high despite the changes in loading 

profile at the beginning of both charge and discharge modes even at high jumps of current 

(Fig. 48d and 49d). Nevertheless, the deviations of battery power in comparison to the 

operation with the maximum flow rate can be observed. Moreover, in charge, after the time 

of 4200s, the battery power notably increased, and finally, the battery stops operation at 

the time of 4800s due to reaching the higher cut-off voltage. This behavior can be attributed 

to the fact that at the beginning of the charging process, at lower SOCs, electrolytes 

contained a large amount of active species (V+3 and V+4 ions) sufficient for electrochemical 

conversion in battery charge mode. However, with time during charging process, the 

electrolytes become depleted, containing a lower concentration of active reactants. That, 

in turn, increases the mass transport polarization in the cell leading to higher concentration 

overvoltages [43] and, as a result, higher battery voltage. Thus, the upper cut-off voltage 

is reached earlier and further battery operation is terminated. In discharge processes, we 

have observed the opposite behavior: the battery power significantly reduces after crossing 

the point of 4000 s. Finally, the battery is switched off at the time of 4600 s due to the 

reaching of lower cut-off voltage. This behavior can be explained in the same way as in 

the charging process. The active species (V+2 and V+5 ions in this case) also became limited 
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at the end of the process leading to higher concentration overvoltages and faster reaching 

of lower cut-off voltage. 

After that, operation with a variable electrolyte flow rate was simulated. The results 

show that the proposed control strategy can ensure stable battery operation in the whole 

range of operating SOCs with the output power very close to that obtained at a maximum 

flow rate (the average deviation less than 1 % both in charge (Fig. 48d) in discharge 

modes(Fig. 49d)). One can see that the values of the flow rate determined by the controller 

were significantly lower than the maximum flow rate for all considered changes in the 

loading profile. For example, in charge, at the time of 4500 s, the controlled flow rate was               

0.45 L s-1, which was more than two times less than the maximum flow rate (1 L s-1). Such 

a reduction of flow rate can notably improve the total energy efficiency of the battery and 

reduce pressure drops in the cells. In order to evaluate these effects, we perform some 

estimations for the pressure drop in the system and pumps energy consumption. As can be 

seen from Eq. (62), the pressure drop in the cell is linearly proportional to the flow rate. 

Therefore, the reduction in flow rate by two times also leads to the same reduction in 

pressure drop. Furthermore, lower pressure drops result in slower mechanical degradation 

and lower possibility of leakages, thus improving system reliability and lifetime. According 

to Eq. (63), pumps’ power consumption is proportional to the squared flow rate, and the 

reduction in flow rate by two times reduces the power consumption by four times.  
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Fig. 48. Battery operation in charging process at different flow rates: a) loading 

current; b) flow rates; c) reference and actual OCVs; d) battery power; green line – Qmax = 

1.0 L s-1; red line – Qmin = 0.05 L s-1; blue line – Qcontr  the proposed control strategy. 
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Fig. 49. Battery operation in discharging process at different flow rates. a) loading 

current. b) flow rates. c) reference and actual OCVs. d) battery power; green line – Qmax = 

1.0 L s-1; red line – Qmin = 0.05 L s-1; blue line – Qcontr  the proposed control strategy. 

The proposed control strategy is also compared with the strategy developed by Li 

[67], where the authors proposed a controller aimed to ensure the constant electrochemical 

conversion in the cell. The electrochemical conversion shows the number of ions used in 

the reactions for a fixed elementary volume of electrolyte passing through a cell during 

battery operation. Thus, the higher conversion means higher usage of electrolyte in a single 

electrolyte pass. The conversion can be controlled by the electrolyte flow rate that regulates 

electrolyte refreshment in the cell, and therefore, a higher flow rate ensures lower 

conversion in the cell.  
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For comparison, we have considered one of the loading profiles from [67] (here we 

present only the results related to discharge operation, while similar effects have also been 

observed for a charge). The results of simulations show that our approach can ensure nearly 

the same battery performance providing notably lower flow rates (Fig. 50). This fact can 

be specially noticed at high SOC (for a charge) and low SOC (for discharge) when the 

difference between the flow rates is more than two times, while the difference in the 

corresponding powers was less than 1 %. It can be addressed to the fact that the fixed 

conversion ratio is a very strict condition that can be fulfilled only with high flow rates at 

a low concentration of reactants that takes place at the end of charge or discharge processes. 

However, at the end of these processes, the low conversion rate is not essential, as it does 

not notably improve the battery voltage, and thus, a higher conversion rate at the end of 

charge and discharge (observed in our approach) does not significantly reduce battery 

power. In order to estimate the effect of flow rate difference on the battery energy 

efficiency and degradation, we use Eq.(62) considering the maximum difference between 

the flow rates that was around 1.5 times at the time of 5700 s, resulting in a pressure drop 

difference of 1.5 times.  

The pumps energy consumption can be estimated by integration of Eq.(63) over the 

operation time (τ): 

0 0

pump pump
pump

pQ
E P dt dt

 




          (65) 

The estimation of pumping losses (Eq.(65)) revealed that pumps operating with our 

strategy consume 45 kJ of energy while the strategy of [29] results in a consumption of 145 
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kJ that is more than three times higher. Therefore, our strategy notably decreases pressure 

drops resulting in smaller mechanical degradation of internal battery components and 

improves the energy performance of the battery.  

  

 

Fig. 50. Discharging process: a) loading current; b) flow rates; c) battery power; PR 

– control strategy proposed in this study; Li – control strategy proposed in [67].  

5.7 Conclusions 

The control system for the electrolyte flow rate is an important and unique 

component of the flow battery management system since the flow rate provides fresh 

electrolyte assuring the required output power. It is especially important at fast changes in 

power demand as they require corresponding responses in flow rate for stable battery 

operation. In addition, the flow rate affects the battery energy efficiency changing the 

pumps’ power consumption. Therefore, the variable flow rate gives additional flexibility 
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for a set of optimal operating conditions in order to improve battery energy efficiency and 

ensure its reliable operation at fluctuating loads. In this study, we have proposed an optimal 

strategy for a closed-loop control system suitable for application in practical control-

monitoring tools. The main findings of this chapter can be summarized as follows: 

(1) A new multilevel hierarchy of VRFB flow rate control tasks has been 

proposed. The hierarchy consists of three levels of control, where each level is responsible 

for the regulation of flow rate related processes depending on their characteristic times. 

Hence, the entire control system can be decomposed into three parts (designed 

independently) that significantly simplifies the logic of control strategy while making it 

more robust, reliable and simpler for implementation.    

(2) A novel approach for the determination of optimal battery OCV (for 2nd 

control level) has been derived using the parametric-sweep calculations with varied flow 

rates. The proposed approach provides low flow rates keeping battery OCV rather close 

(98%) to the one obtained for maximum flow rate. It was shown that the OCV obtained in 

the framework of the proposed strategy could be chosen as a reference for closed-loop 

control systems that significantly simplifies the control algorithm.  

(3) A feedback control system for flow rate regulation at dynamically changing 

conditions has been developed. The results show that the application of a simple PI 

controller capable of mitigating the transient battery behavior with some small deviations 

(less than 0.2%) from the reference trajectory. A PI plus feedforward controller can further 

increase the tracking accuracy (with an average error of less than 0.0005%) for all possible 
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spikes in the loading profile. The designed controller ensures proper battery performance 

providing the flows notably lower (more than two times) as compared to the existing 

solutions that, in turn, results in lower mechanical degradation of internal battery 

components. In addition, the proposed strategy reduces pumps' energy consumption by 

more than three times, improving overall VRFB energy efficiency. 

Although in this study, a kW scale system has been considered, our approach can 

be easily adapted for other VRFB systems with different cell configurations and electrolyte 

compositions. Such adaptation can be made by alteration of various physical properties of 

the internal battery components, but not the governing equations that describe fundamental 

physical processes in the battery.   

As a result, the presented approach can be used for flow rate regulation in practical 

systems in order to ensure their long lifetime and stable operation at varying loads.  

Moreover, the control algorithm has a short computational time and does not require 

significant computational power. Accordingly, it can be a valuable tool for the 

development of real-time control-monitoring software essential for the reliable operation 

of VRFB systems. 
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  Chapter 6. Conclusions and future steps 

The results presented in this thesis provide flexible simulation tools and insight into 

internal physical processes taking place in the VRFB systems, which is vital for the 

improvement of this technology in order to identify the most critical processes and design 

more efficient and reliable batteries. In addition, the developed models are essential tools 

for the development of advanced control strategies that could provide automated battery 

management and ensure long-term operation of VRFB systems without significant loss of 

capacity. Furthermore, the results of this study can be applied for the determination of 

optimal operating conditions and the development of advanced optimization techniques 

with individual strategies for charging and discharging that could increase the energy 

efficiency of VRFB facilities, ensuring, at the same time, their long-term operation.  

• A zero-dimensional mathematical model for simulations of the VRFB dynamic 

behavior is developed. The model is based on the general physical laws of mass 

and energy conservation and captures the essential processes inside of the battery 

while demonstrating optimal tradeoff between accuracy and computational time for 

real-time simulations. To validate the proposed approach, original experiments 

have been conducted, and the model shown good agreement with experimental data 

(averaged error less than 4%) for a wide range of current densities that is better than 

the state of the art models with a similar approach. 

• Detailed investigation of the crossover phenomenon (transport of vanadium ions 

across the membrane) is performed. First, the analytical solution for crossover flux 
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is derived considering all transport modes presented by diffusion, migration and 

convection components. The application of this solution allows simulating 

crossover with high accuracy, taking into account the nonlinearity of concentration 

profiles while it does not have significant computational complexity. The influence 

of different crossover components on capacity decay is systematically analyzed, 

revealing the considerable impact of the convection component, which dominates 

under diffusion and migration and mainly responsible for the observed capacity 

loss.  

• An approach for estimating battery power and operation time dependency on 

different loading currents is proposed. The results showed good agreement with 

detailed numerical simulations while the standard method (with constant 

efficiencies) can overestimate the operation time more than one hour.  In addition, 

the contribution of this study is also related to the detailed analysis of the crossover 

impact on capacity. The results show that crossover impact is more pronounced in 

discharge (more than 60% of capacity losses for all considered current densities), 

while during charge, it presents less than half of the total capacity drop observed. 

However, the share of crossover in the overall capacity fade is monotonically 

decreasing with the increase of current density. In addition, the influence of internal 

processes on the energy performance of VRFB is investigated. Energy losses in 

charge are mainly caused by ohmic losses, while in discharge, they are influenced 

by all types of internal processes. 
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• A control algorithm for electrolyte flow rate regulation is developed. Variable flow 

rate gives additional flexibility for a set of optimal operating conditions in order to 

improve battery energy efficiency and to ensure stable battery operation at rapidly 

changing loading conditions. First, an easy-to-use approach for the determination 

of optimal reference voltage is proposed that significantly simplifies the 

computational complexity of the control algorithm. The proposed method is based 

on the parametric sweep simulations and determination of optimal battery voltage 

and can be adjusted for different VRFB systems. After that, the control system 

based on the PI-controller interface connected with the lumped parameter model 

has been developed. The designed controller is able to ensure stable battery 

operation at dynamic loading conditions in the wide range of loading currents and 

operating state-of-charges (SOCs).  

•  Long time scale battery operation was considered with the application of loading 

profiles that presented the worst cases for operation in charge and in discharge. The 

results showed that the designed controller ensured a good regulation of flow rate 

for dynamic loading conditions while providing the flow rates notably lower as 

compared to the existing solutions that, in turn, results in lower pressure drops in 

the system, and thus, lower mechanical degradation of internal battery components. 

Therefore, the proposed strategy can be used for flow rate regulation in the efficient 

systems, to ensure their long lifetime and stable operation at dynamic loading 

conditions. 
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Future steps 

The modeling approaches developed in this PhD thesis can naturally lead to further 

investigation of main challenges related to the development of more efficient, reliable and 

less expansive RFB systems.  

In regard to that, the first direction is related to the investigation of different 

electrolytes based on organic redox couples that would significantly reduce the cost of the 

battery. To understand the behavior of RFB with different electrolytes, a zero-dimensional 

model developed in this work is crucial as it can be extended with different chemistries 

that will allow simulating the dynamic behavior of new systems, estimate their energy 

efficiency and indicate internal processes that should be improved. 

In the second direction, more advanced control strategies should be developed that 

could ensure fully autonomous battery operation. Regarding that, first of all, the 

development of rebalancing strategies that could mitigate capacity degradation is the key 

point. The electrolyte imbalance is caused by the crossover in particular related to water 

transport across the membrane. The detailed simulation of this phenomenon is a very 

complicated task, while the approach proposed in this study can be further extended with 

water transport equations, thus providing effective tools for modeling this phenomenon.  

In the third direction, the development of a Battery Management System (BMS) is 

very important for the stable operation of VRFB systems. BMS controls the main internal 

parameters in the battery and regulates them to ensure reliable battery operation while 

providing high efficiency and low degradation. The proposed control strategy can be 



165 

  

further extended with a model of inverter and converter that will provide a solid basis for 

the development of BMS that could ensure autonomous battery operation. 
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Appendix 

Analytical solution for crossover flux 

A porous membrane is shown in Fig A1.  

 

Fig. A1. Membrane and coordinate direction. 

The crossover flux across the membrane is described by the Nernst-Plank equation: 

m m
m m m m m mi i
i i i i

zFD c
J D c u c

RT
     

 
     ( .66) 

Where the boundary conditions are derived from the assumptions, that on the one 

side of the membrane the concentration of i-th ion is equal to its concentration in the cell, 

while on the opposite site the concentration of this ion is equal to zero due to fast chemical 

reactions with other ions: 

, (0)m ce
i x ic c          ( .67) 

, ( ) 0m
i x mc d           ( .68) 
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First, let us estimate the gradients in x, y and z directions, taking into account that 

the characteristic changes of the parameters inside the membrane. 

The characteristic sizes of the membrane dimensions:  

410  [m]md           ( .69) 

110  [m]mL           ( .70) 

110  [m]mh           ( .71) 

Considering the changes of concentration, we can estimate: 

3 1
, , ,(0) ( ) 10  [mol L ]m m m

i x i x i x mc c c d          ( .72) 

Electrolyte flows in the y-direction and the cell operates in the regime when only 

about 10% of electrolyte are converted within one pass, thus: 

2 1
, , ,(0) ( ) 10  [mol L ]m m m

i y i y i y mc c c L          ( .73) 

In addition, the cells are designed in the way when concentration variations in the 

z-direction are very small and present less than 1% of the concentration in the cell: 

1
, , ,(0) ( ) 10 [mol L ]m m m

i z i z i z mc c c d           ( .74) 

As a result, the gradients in y- and z-directions are significantly smaller (4 and 5 

orders of magnitude respectively) then the gradient in x-direction: 
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

          ( .76) 

Similar assumptions can be performed for the estimation of the electric field 

gradients and water velocity that will show that they are mainly connected to the x-

direction. 

Hence, the initial equation ( .66) can be simplified when considering only the 

changes in the x-direction and rewritten in the following form: 

m m m m
m m m mi i i
i i w i

dc zFD c d
J D u c

dx RT dx


         ( .77) 

The gradient of the electric field is given by the Ohm’s law: 

md
i

dx

           ( .78) 

In addition, we assume that convection in the membrane is driven by the water flux 

that in turn is forced by the electro-osmotic drag: 

m m m
w w w

i
N c u

F


          ( .79) 

Thus, water velocity can be estimated as: 

m
w m

w

i
u

Fc


          ( .80) 

Finally, Eq.( .77) can be written as follows where “+” and “-“ are related to charge 

and discharge respectively: 
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m m m m
m m i i i i
i i m

w

dc zFD c c
J D i

dx RT Fc




 
    

 
      ( .81) 

Let us make the following changes of variables assuming that the flux of i-th ion is 

constant along the membrane: 

m

x

d
            ( .82) 

( )

(0)

m
i
m
i

c x

c
           ( .83) 

(0)
m m
i m

i i

d
f J

D c
         ( .84) 

m
i

i mm m
i w

czF
id

RT D Fc



 

  
 

       ( .85) 

Then, Eq. ( .81) can be written as follows: 

i

d
f

d

 


           ( .86) 

within the boundary conditions ( .67) and ( .68) can be presented as follows: 

(0) 1           ( .87) 

(1) 0           ( .88) 

Solving Eq. ( .86) within the boundary conditions of ( .87) and ( .88) one can obtain: 

1i

if
e





 (for “-“)         ( .89) 

1 i

if
e 





 (for “+“ )         ( .90) 
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Finally, taking into account Eq. ( .84) we can rewrite the solution as follows: 

1i

m ce
m i i i
i

m

D c
J

d e





        ( .91) 

1 i

m ce
m i i i
i

m

D c
J

d e 





        ( .92) 

 

 


