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Abstract

One of the most astonishing quality characterizing integrable systems is their

nontrivial interconnections with each other. In particular, there is a connection between

integrable spin chains, integrable hierarchies of nonlinear partial equations and classical

many-bodies models.

In this thesis we study poles dynamics of singular solutions of integrable

hierarchies of KP type and show that it is isomorphic to dynamics of particles in

many-body integrable systems on the level of hierarchies. Such connection between two

different types of integrable systems has been a long known conjecture. The connection

between nonlinear integrable equations and many-body systems was first studied in

seminal paper (Airault et al. [1977]). After that in the works such as (Krichever

[1978],Krichever [1980], Krichever and Zabrodin [1995]) it was established that for the

first nontrivial times dynamics of poles correspond to the motion of particles in systems

of Calogero-Moser type with standard Hamiltonians. After that in papers (Shiota [1994],

Haine [2007], Zabrodin [2020]) such connection was extended to the level of whole

hierarchies, however it was done only for rational or trigonometric solutions which are

just a limits of the most general elliptic solutions.

In a series of the articles presented in this thesis authors extend a connection between

integrable hierarchies and many-body systems of Calogero type for three different

hierarchies such as KP, 2D Toda lattice and matrix KP up to the most general elliptic

solutions. The main results of these papers is that authors establish a connection between

spectral curves of elliptic many-body systems and Hamiltonians responsible for dynamics

of poles in higher times of corresponding hierarchy. Besides that methods developed in

these articles could be used to discover pole dynamics for singular solutions of other

hierarchies.
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Introduction

One of the most astonishing quality characterising integrable systems is their non-

trivial interconnections with each other. In particular, there is a connection between

integrable spin chains, integrable hierarchies of nonlinear partial equations and clas-

sical many-bodies models.

In this thesis we study poles dynamics of singular solutions of integrable hierar-

chies of KP type and show that it is isomorphic to dynamics of particles in many-

body integrable systems on the level of hierarchies. Such connection between two

different types of integrable systems has been a long known conjecture. The connec-

tion between nonlinear integrable equations and many-body systems was first study

in seminal paper (Airault et al. [1977]). After that in the works such as (Krichever

[1978],Krichever [1980], Krichever and Zabrodin [1995]) it was established that for

the first nontrivial times dynamics of poles correspond to the motion of particles in

systems of Calogero-Moser type with standard Hamiltonians. After that in papers

(Shiota [1994], Haine [2007], Zabrodin [2020]) such connection was extended to the

level of whole hierarchies, however it was done only for rational or trigonometric

solutions which are just a limits of the most general elliptic solutions.

In a series of the articles presented in this thesis authors extend a connection

between integrable hierarchies and many-body systems of Calogero type for three

different hierarchies such as KP, 2D Toda lattice and matrix KP up to the most

general elliptic solutions. The main results of these paper is that authors establish a

connection between spectral curves of elliptic many-body systems and Hamiltonians

responsible for dynamics of poles in higher times of corresponding hierarchy. Besides

that methods developed in these articles could be used to discover poles dynamics

for singular solutions of other hierarchies.
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Introduction

My thesis presents the results of five articles in which I am one of co-authors.

In these articles a connection between integrable hierarchies of nonlinear differential

equations and integrable many-body systems was studied. These works contain most

general results for KP 2d-Toda and matrix KP hierarchies.
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Chapter 1

Historical remarks

1.1 Nonlinear differential hierarchies

One of the first discovered integrable equations is a famous Korteveg-de Vris equation

(1.1). It was written by (Boussinesq [1877]) and rediscovered in (Korteveg, D.J. and

de Vries, G. [1895]) as an attempt to find a mathematical description of solitary

waves observed by Russel and described by him in (Russel [1844]).

4𝑢𝑡 − 12𝑢𝑢𝑥 − 𝑢𝑥𝑥𝑥 = 0 (1.1)

However, the fact that this equation contains infinitely many conserved quantities

𝐼𝑖 =
∞∫︀

−∞
𝑄𝑖(𝑥, 𝑡)d𝑥 was proven only almost a century after in (Miura et al. [1968]). In

this paper authors presented a general formula for 𝑄2𝑚+1’s as a graded polynomials

of 𝑢, 𝑢′, 𝑢′′, etc., where 𝑢′ ≡ 𝑢𝑥 ≡ 𝜕𝑢 :

𝑄−1[𝑢] = 𝑢, 𝑄1[𝑢] =
𝑢2

2
,

𝑄3[𝑢] =
𝑢3

3
− 𝑢2𝑥

12
, 𝑄5[𝑢] =

𝑢4

4
− 𝑢𝑢2𝑥

4
+
𝑢2𝑥𝑥
360

,

.......... ........

The same year in (Lax [1968]) it was discovered that (1.1) can be rewritten

through two differential operators as

7



Chapter 1. Historical remarks 1.1. Nonlinear differential hierarchies

𝐿𝑡 = [𝐴3, 𝐿] = 𝐴3𝐿− 𝐿𝐴3. (1.2)

This form of equations now referred as Lax form.

In (1.2) 𝐿 and 𝐴3 are:

𝐿 = 𝜕2𝑥 + 𝑢 (1.3)

𝐴3 = 𝜕3𝑥 +
3

2
𝑢𝜕𝑥 +

3

4
𝑢𝑥 = 𝜕3 +

3

4
𝑢𝜕𝑥 +

3

4
𝜕𝑥𝑢 (1.4)

where in the last formula operator written in a skew-symmetric form for the standard

scalar product (𝑓, 𝑔) =
∞∫︀

−∞
𝑓(𝑥)𝑔(𝑥)d𝑥.

Equation (1.2) indicates that 𝐿(𝑡) = 𝑈(𝑡)𝐿(0)𝑈−1(𝑡) where 𝑈(𝑡) is an unitary

operator. It becomes clear, that 𝐴3 = 𝑈 †𝑈𝑡 = −𝑈 †
𝑡 𝑈 is skew-symmetric.

Lax also considered a case of higher KdV equations as a generalization of such

construction. He introduced general skew-symmetric operators

𝐴2𝑛+1 = 𝜕2𝑛+1
𝑥 +

𝑛∑︁
𝑖=1

(𝑏𝑖𝜕
2𝑖−1
𝑥 + 𝜕2𝑖−1

𝑥 𝑏𝑖) (1.5)

and put them instead of 𝐴3 into equation (1.2). The fact that 𝐿𝑡2𝑛+1 = [𝐴2𝑛+1, 𝐿] is

a function not differential operator imposes 𝑛 conditions which uniquely determine

𝑛 coefficients 𝑏𝑖’s and equality itself determines a higher order KdV equation.

𝑢𝑡2𝑛+1 = 𝐾2𝑛+1(𝑢). (1.6)

Such set of infinite equations is called hierarchy.

Later in (Zakharov and Faddeev [1971]) it was shown that KdV equation have

a Hamiltonian form:

𝑢𝑡 =
d

d𝑥

𝛿𝐼3[𝑢]

𝛿𝑢(𝑥)
. (1.7)

Here skew-symmetrical operator
d

d𝑥
is infinite dimensional analogue of

⎛⎝ 0 1

−1 0

⎞⎠
in the theory of classical Hamiltonian systems.
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Chapter 1. Historical remarks 1.1. Nonlinear differential hierarchies

Moreover higher order KdV equations can be written also as

𝑢𝑡𝑛 =
d

d𝑥

𝛿𝐼𝑛[𝑢]

𝛿𝑢(𝑥)
. (1.8)

It proves that KdV equation can be viewed as an infinite dimensional analogue

of classical integrable system from Hamiltonian mechanics.

After these observations it becomes ambiguous to somehow connect KdV equa-

tion with some known or unknown finite-dimensional integrable system. In seminal

paper (Airault et al. [1977]) connection between class of elliptic solutions of KdV

and so-called Calogero-Moser system was shown. Calogero-Moser system (1.17)

describes dynamics of non-relativistic particles on complex line with pairwise inter-

action between every particle with each other (Calogero [1971],Calogero [1975]).

However dynamics of poles was described by special locus and it appears that

more natural connection arise between 3-d generalization of KdV hierarchy – Kadomt-

sev–Petviashvili (or simply KP) hierarchy and Calogero Moser system. KP hierar-

chy like KdV hierarchy is generalization of nonlinear differential equation called KP

equation.

3𝑢𝑦𝑦 = (4𝑢𝑡 − 12𝑢𝑢𝑥 − 𝑢𝑥𝑥𝑥)𝑥 (1.9)

Kadomtsev-Petviashvili equation originates from (Kadomtsev and Petviashvili

[1970]) in which authors derived the equation as a model to study the evolution of

long ion-acoustic waves of small amplitude propagating in plasmas under the effect of

long transverse perturbations. In the absence of transverse dynamics, this problem

is described by the KdV equation. The KP equation was soon widely accepted as a

natural extension of the classical KdV equation to two spatial dimensions.

In a paper (Dryuma [1974]) Lax representation of KP equation was found:

𝐿𝑡 = [𝐴,𝐿] (1.10)

with 𝐿 = 𝜕𝑦 + 𝜕2𝑥 + 2𝑢 and 𝐴 = 𝜕3𝑥 + 3𝑢𝜕𝑥 +
𝑥∫︀
𝑢𝑦d𝑥.

However more natural way to describe KP equation was suggested in (Sato

9



Chapter 1. Historical remarks 1.1. Nonlinear differential hierarchies

[1983]), where author wrote down the whole hierarchy.

The main idea was to consider a pseudo-differential operator

ℒ = 𝜕 +
∞∑︁

𝑚=1

𝑢𝑚𝜕
−𝑚 (1.11)

where 𝜕 is ordinary differential operator acting on 𝑥 with following standard commu-

tation relation with function 𝜕𝑓 = 𝑓 ′+𝑓𝜕. Multiplying both sides of this equality by

𝜕−1 from left and from right gives 𝜕−1𝑓 = 𝑓𝜕−1−𝜕−1𝑓 ′𝜕−1. The multiple application

of this rule yields:

𝜕−𝑛𝑓 =
∑︁
𝑘≥0

(−1)𝑘

⎛⎝ 𝑘 + 𝑛− 1

𝑘

⎞⎠ 𝑓 (𝑘)𝜕−𝑛−𝑘 (1.12)

which is similar to the rule for usual derivative

𝜕𝑛𝑓 =
𝑛∑︁

𝑘=0

⎛⎝ 𝑛

𝑘

⎞⎠ 𝑓 (𝑘)𝜕𝑛−𝑘. (1.13)

Equations of KP hierarchy are equivalent to compatibility condition of a system

of Lax equations

𝜕𝑡𝑛ℒ = [𝒜𝑛,ℒ]. (1.14)

Where 𝒜𝑛 is the monic differential operator of order 𝑛. It is clear, that the

only way equation (1.14) make sense if r.h.s is pseudo-differential operator with zero

coefficients at positive powers of 𝜕. The easiest way to impose this condition is to

take 𝒜𝑛 as purely differential part of ℒ𝑛. It can be written using standard notation

𝒜𝑛 = (ℒ𝑛)+. Indeed, since [ℒ𝑛,ℒ] = 0 [𝒜𝑛,ℒ] = −[ℒ𝑛 −𝒜𝑛,ℒ] and since ℒ𝑛 −𝒜𝑛

has zero differential part it is clear that [𝒜𝑛,ℒ] is also have zero differential part.
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Chapter 1. Historical remarks 1.1. Nonlinear differential hierarchies

Following chain of equalities aims to show, that 𝜕𝑡𝑛𝜕𝑡𝑚ℒ − 𝜕𝑡𝑚𝜕𝑡𝑛ℒ = 0.

𝜕𝑡𝑛𝜕𝑡𝑚ℒ − 𝜕𝑡𝑚𝜕𝑡𝑛ℒ = 𝜕𝑡𝑛 [(ℒ𝑚)+,ℒ]− 𝜕𝑡𝑚 [(ℒ𝑛)+,ℒ] =

[(ℒ𝑛)+,ℒ𝑚]+ℒ+ (ℒ𝑚)+[(ℒ𝑛)+,ℒ]− ℒ[(ℒ𝑛)+,ℒ𝑚]+ − [(ℒ𝑛)+,ℒ](ℒ𝑚)+ − (𝑛↔ 𝑚) =

(ℒ𝑛)+(ℒ𝑚)+ℒ+ [(ℒ𝑛)+, (ℒ𝑚)−]+ℒ+ ℒ(ℒ𝑚)+(ℒ𝑛)+ − ℒ[(ℒ𝑛)+, (ℒ𝑚)−]+ − (𝑛↔ 𝑚)

= [(ℒ𝑛,ℒ𝑚]+ℒ − ℒ[ℒ𝑛,ℒ𝑚]+ = 0.

For example in case of 𝑛 = 1 one have 𝒜1 = 𝜕 which means that 𝜕𝑡1 = 𝜕𝑥 = 𝜕

and dependence on 𝑥 can be restored 𝑢(𝑥, 𝑡1, 𝑡2, ...) = 𝑢(𝑡1 + 𝑥, 𝑡2, ...).

KP equation is a compatibility condition for system with 𝑛 = 2, 3 and it can be

written in zero curvature form:

𝜕𝑡3𝒜2 − 𝜕𝑡2𝒜3 + [𝒜2,𝒜3] = 0 (1.15)

here 𝑡2 identifies with 𝑦.

Higher KP equations are the same for two arbitrary higher times.

𝜕𝑡𝑛𝒜𝑚 − 𝜕𝑡𝑚𝒜𝑛 + [𝒜𝑚,𝒜𝑛] = 0. (1.16)

In series of works (Krichever [1978], Krichever [1980]) author showed that func-

tion 𝑢 = 𝑐+2
𝑛∑︀

𝑗=1

℘(𝑥− 𝑥𝑗(𝑦, 𝑡)) is solution of equation (1.9) if and only if dynamics

of 𝑥𝑖 with respect to 𝑦 coincide with dynamics of elliptic Calogero-Moser system:

𝐻 =
1

2

𝑛∑︁
𝑖=1

𝑝2𝑖 −
∑︁
𝑖 ̸=𝑗

℘(𝑥𝑖 − 𝑥𝑗) (1.17)

The dynamics of 𝑥𝑖 with respect to 𝑡 = 𝑡3 coincide with Hamiltonian flow of the

same system govern by Hamiltonian which is cubic in momenta.

In (1.17) ℘(𝑥) is Weierstrass p-function which can be viewed as averaging of 𝑥−2

on lattice:

℘(𝑥;𝜔1, 𝜔2) =
1

𝑥2
+

∑︁
(𝑚,𝑛)̸=(0,0)

(︂
1

(𝑥+ 2𝜔1𝑚+ 2𝜔2𝑛)2
− 1

(2𝜔1𝑚+ 2𝜔2𝑛)2

)︂
. (1.18)

It is well known fact, that Weierstrass p-function degenerates into elementary
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Chapter 1. Historical remarks 1.2. Many body systems

functions when one or both 𝜔’s goes to infinity. In last case it is clear, that ℘(𝑥)

becomes just 𝑥−2. In case when just 𝜔1 goes to infinity, we put 𝜔2 =
𝜋𝑖

𝛾
and

℘(𝑥;𝜔1, 𝜔2) →
𝛾2

sinh2(𝛾𝑥)
+

1

3
𝛾2. (1.19)

These limits called rational and trigonometric (hyperbolic) limits of elliptic func-

tions.

1.2 Many body systems

The other objects of study in this thesis is a classical many body systems integrable

according to Liouville i.e. containing maximal number of independent, Poisson-

commuting integrals of motion. The first integrable many-body system was discov-

ered by Toda in (Toda [1967a],Toda [1967b]). Having arbitrary number of particles

on the line this model consider only interaction between neighbours. With Hamil-

tonian

𝐻 =
𝑛∑︁

𝑖=1

𝑝2𝑖
2

+
𝑛−1∑︁
𝑖=1

𝑒𝑥𝑖−𝑥𝑖+1 (1.20)

and equations of motion

𝑥̈1 = 𝑒𝑥1−𝑥2 (1.21)

𝑥̈𝑖 = 𝑒𝑥𝑖−𝑥𝑖+1 − 𝑒𝑥𝑖−1−𝑥𝑖 for 1 < 𝑖 < 𝑛 (1.22)

𝑥̈𝑛 = −𝑒𝑥𝑛−1−𝑥𝑛 . (1.23)

After that in (Calogero [1971]) a system with interaction between every particles

with each other was found. However author consider only quantum integrability of

what will be refereed as Calogero system or rational limit of Calogero-Moser system.

𝐻 =
1

2

𝑛∑︁
𝑖=1

𝑝2𝑖 −
∑︁
𝑖 ̸=𝑗

1

(𝑥𝑖 − 𝑥𝑗)2
(1.24)

Later in (Sutherland [1972]) more general system with potential sin−2(𝑥𝑖 − 𝑥𝑗)

12



Chapter 1. Historical remarks 1.2. Many body systems

was studied but still for quantum case.

The classical analogues of these systems were proven to be integrable in a works

(Calogero and Marchioro [1974], Moser, J. [1975]). In last paper author showed,

that equations of motion can be rewritten in Lax form i.e. system (1.24) can be

rewritten as:

𝐿̇ = [𝑀,𝐿] (1.25)

where 𝐿 and 𝑀 are 𝑛× 𝑛 matrices with following entries

𝐿𝑖𝑗 = 𝛿𝑖𝑗𝑝𝑖 +
(1− 𝛿𝑖𝑗)

𝑥𝑖 − 𝑥𝑗
(1.26)

𝑀𝑖𝑗 = −2𝛿𝑖𝑗
∑︁
𝑘 ̸=𝑖

1

(𝑥𝑖 − 𝑥𝑘)2
+

2(1− 𝛿𝑖𝑗)

(𝑥𝑖 − 𝑥𝑗)2
(1.27)

in rational and

𝐿𝑖𝑗 = 𝛿𝑖𝑗𝑝𝑖 + (1− 𝛿𝑖𝑗) coth(𝛾(𝑥𝑖 − 𝑥𝑗)) (1.28)

𝑀𝑖𝑗 = 2𝛿𝑖𝑗
∑︁
𝑘 ̸=𝑖

1

sinh2(𝛾(𝑥𝑖 − 𝑥𝑘))
− 2(1− 𝛿𝑖𝑗)

sinh2(𝛾(𝑥𝑖 − 𝑥𝑗))
(1.29)

in trigonometric (or rather hyperbolic) case.

Lax matrix 𝐿 becomes an important object in studies of classical integrable

systems. Equation (1.25) appears almost in every known integrable system with

some important exception such as double elliptic system (Braden et al. [2000]), and

system, which can be obtain from BKP hierarchies (Rudneva and Zabrodin [2020]).

It was shown that not only 𝐼𝑚 = tr𝐿𝑚 are conserved quantities, which is obvious

from equation (1.25), but they also commute with each other, which makes first 𝑛

of them integrals of motion.

Eventually elliptic generalization (1.17) was obtained in the work (Calogero

[1975]). Later in (Krichever [1980]) Lax representation for elliptic case was found

but with both 𝐿 and 𝑀 matrices depend on additional parameter 𝜆 which is not

included in equations of motion.

𝐿𝑖𝑗 = 𝛿𝑖𝑗𝑝𝑖 + (1− 𝛿𝑖𝑗)Φ(𝑥𝑖 − 𝑥𝑗, 𝜆) (1.30)

13



Chapter 1. Historical remarks 1.2. Many body systems

𝑀𝑖𝑗 = −2𝛿𝑖𝑗
∑︁
𝑘 ̸=𝑖

℘(𝑥𝑖 − 𝑥𝑘)− 2(1− 𝛿𝑖𝑗)Φ
′(𝑥𝑖 − 𝑥𝑗, 𝜆) (1.31)

here Φ(𝑥, 𝜆) is Lame function and Φ′(𝑥, 𝜆) = 𝜕𝑥Φ(𝑥, 𝜆)

Φ(𝑥, 𝜆) =
𝜎(𝑥)𝜎(𝜆)

𝜎(𝜆+ 𝑥)
𝑒−𝑥𝜁(𝜆) (1.32)

𝜎(𝑥) = 𝜎(𝑥;𝜔1, 𝜔2) = 𝑥
∏︁
𝑠 ̸=0

(︁
1− 𝑥

𝑠

)︁
𝑒

𝑥

𝑠
+
𝑥2

2𝑠2 , 𝑠 = 2𝑚𝜔1 + 2𝑛𝜔2 (1.33)

with integers 𝑚,𝑛. 𝜁(𝑥) = 𝜕𝑥 log(𝜎(𝑥)) and ℘(𝑥) = −𝜁 ′(𝑥).

𝜆-dependence of Lax matrix in elliptic case becomes important for investigation

of correspondence between many body systems and nonlinear differential hierarchy.

In trigonometric and rational limits such dependence can be easily factorized

𝐿𝑡𝑟(𝑟𝑎𝑡) = 𝐿𝑒𝑙𝑙(𝜆)

⃒⃒⃒⃒
𝑒𝑙𝑙→𝑡𝑟(𝑟𝑎𝑡)

+ (𝐸 − 𝐼)𝑓 𝑡𝑟(𝑟𝑎𝑡)(𝜆) (1.34)

with 𝑓 𝑡𝑟(𝜆) = 𝛾(coth(𝛾𝜆)− 1) and 𝑓 𝑟𝑎𝑡(𝜆) =
1

𝜆
.

Here 𝐸 is a matrix consists of only unities and 𝐼 is an identity matrix.

Since tr𝐿𝑚(𝜆) in elliptic case depends on 𝜆 it cannot be integral of motion.

However in (d’Hoker and Phong [1998]) authors found out following expression for

spectral curve:

det(𝑧 + 𝜁(𝜆)− 𝐿(𝜆)) =
𝜎(𝜆− 𝜕𝑧)

𝜎(𝜆)
𝐼(𝑧) (1.35)

here 𝐼(𝑧) is a polynomial of degree 𝑛 with some integrals of motion as coefficients.

𝐼(𝑘) =
𝑛∑︁

𝑚=0

𝐼𝑛𝑧
𝑛−𝑚 (1.36)

𝐼𝑚 = 𝑒𝑚(𝑝) +

[𝑚/2]∑︁
𝑙=1

∑︁
|𝑆𝑖∩𝑆𝑗 |=2𝛿𝑖𝑗

1≤𝑖,𝑗≤𝑙

𝑒𝑚−2𝑙(𝑝(∪𝑙
𝑖=1𝑆𝑖)𝑐

)
𝑙∏︁

𝑖=1

℘(𝑆𝑖) (1.37)

We are using following notation: 𝑒𝑟(𝑝) is elementary symmetric polynomial in vari-

ables {𝑝𝑖|1 ≤ 𝑖 ≤ 𝑛}, 𝑒𝑟(𝑝𝑆) is elementary symmetric polynomial in variables

14



Chapter 1. Historical remarks 1.2. Many body systems

{𝑝𝑖|𝑖 ∈ 𝑆}, 𝑆𝑐 is a complementary of set 𝑆. ℘(𝑆) where 𝑆 = {𝑖, 𝑗} is set of power

two is just ℘(𝑥𝑖 − 𝑥𝑗). First few examples:

𝐼0 = 1

𝐼1 =
∑︁

𝑝𝑖

𝐼2 =

′∑︁(︂
1

2!
𝑝𝑖𝑝𝑗 +

1

2!
℘(𝑥𝑖 − 𝑥𝑗)

)︂
𝐼3 =

′∑︁(︂
1

3!
𝑝𝑖𝑝𝑗𝑝𝑘 +

1

2!
𝑝𝑖℘(𝑥𝑗 − 𝑥𝑘)

)︂
𝐼4 =

′∑︁(︂
1

4!
𝑝𝑖𝑝𝑗𝑝𝑘𝑝𝑙 +

1

2! · 2!
𝑝𝑖𝑝𝑗℘(𝑥𝑘 − 𝑥𝑙) +

1

2 · (2!)2
℘(𝑥𝑖 − 𝑥𝑗)℘(𝑥𝑘 − 𝑥𝑙)

)︂

where
′∑︀

is sum for all non-repeating indices. Coefficients are chosen the way that

every unique term will have coefficient 1.

In (Shiota [1994]) it was shown, that in order for function 𝑢(𝑥, 𝑡) = 2
𝑛∑︀

𝑖=1

(𝑥 −

𝑥𝑖(𝑡))
−2 to be a solution of the whole KP hierarchy (1.14), the dynamics of poles 𝑥𝑖

with respect to 𝑡𝑚 must be the same as a dynamics of particles in rational Calogero-

Moser system w.r.t. Hamiltonian 𝐼𝑚 = tr𝐿𝑚. Later in papers (Haine [2007],

Zabrodin [2020]) this result was generalize to trigonometric case in which Hamilto-

nians responsible to higher times are 𝐻𝑚 = 1
2(𝑚+1)𝛾

tr ((𝐿+ 𝛾𝐼)𝑚+1 − (𝐿− 𝛾𝐼)𝑚+1).

Result for elliptic case was obtain in (Prokofev and Zabrodin [2021b]) and in this

case 𝐻𝑚 = res
𝑧=0

(𝑧𝑚𝜆(𝑧)) where 𝜆(𝑧) is defined from equation det(𝑧+𝜁(𝜆)−𝐿(𝜆)) = 0

15



Chapter 2

Tau function and bilinear equation

In Appendix 4.3 one of the crucial elements of the prove is to consider an integral

bilinear form of KP hierarchy. In order to make this thesis more self-contained it

can be useful to prove equivalents of two forms: integral form of KP hierarchy and a

standard one as an infinite set of Lax equations. This section is devoted to proving

that statement. Here we also introduce important objects such as Baker-Akhiezer

function and tau function.

The content of this section follows Chapters 5 and 6 of (Dickey [2003])

2.1 Baker-Akhiezer function

We will consider pseudo-differential operator for KP hierarchy:

ℒ = 𝜕 +
∞∑︁

𝑚=0

𝑢𝑚𝜕
−𝑚. (2.1)

It can be viewed in a dressing form:

ℒ = 𝒲𝜕𝒲−1, (2.2)

where 𝒲 =
∞∑︀
𝑖=0

𝑤𝑖𝜕
−𝑖 and 𝑤0 = 1. It is clear, that all coefficients 𝑢𝑛 can be expressed

in terms of 𝑤𝑛.

16



Chapter 2. Tau function and bilinear equation 2.1. Baker-Akhiezer function

Equations of hierarchy (1.14) can be extended to 𝒲

𝜕𝑡𝑚𝒲 = −(ℒ𝑚)−𝒲 . (2.3)

Here 𝒜+ is a purely differential part of operator 𝒜 and 𝒜− = 𝒜−𝒜+.

Action of pseudo-differential operators is not defined on functions, however we

will define their action on a function 𝜉(𝑡, 𝑧) =
∞∑︀
𝑘=1

𝑡𝑘𝑧
𝑘 following way: 𝜕𝑚𝜉(𝑡, 𝑧) =

𝜕𝑚𝑡1 𝜉(𝑡, 𝑧) = 𝑧𝑚 and 𝜕𝑚 exp 𝜉(𝑡, 𝑧) = 𝑧𝑚 exp 𝜉(𝑡, 𝑧) for both positive and negative 𝑚.

Define Baker-Akhiezer function:

𝜓(𝑡, 𝑧) = 𝒲𝑒𝜉(𝑡,𝑧) = 𝑒𝜉(𝑡,𝑧)𝑤(𝑡, 𝑧) (2.4)

with 𝑤(𝑡, 𝑧) =
∞∑︀
𝑖=0

𝑤𝑖(𝑡)𝑧
−𝑖.

Introducing conjugation: (𝑓𝜕)† = −𝜕 · 𝑓 = −(𝜕𝑓)− 𝑓𝜕 and let 𝒲† be a formal

adjoint to 𝒲 define adjoint Baker-Akhiezer function

𝜓*(𝑡, 𝑧) = (𝒲−1)†𝑒−𝜉(𝑡,𝑧) = 𝑒−𝜉(𝑡,𝑧)𝑤*(𝑡, 𝑧). (2.5)

These functions satisfy systems:

⎧⎨⎩ ℒ𝜓 = 𝑧𝜓

𝒜𝑛𝜓 = 𝜕𝑛𝜓

⎧⎨⎩ ℒ𝜓* = 𝑧𝜓*

𝒜𝑛𝜓
* = −𝜕𝑛𝜓*

(2.6)

here and further we put 𝜕𝑛 = 𝜕𝑡𝑛 .

Equations (1.14) can be viewed as compatibility conditions of these systems.

It is typical for both finite and infinite dimensional integrable systems to be just

a compatibility conditions of overdetermined systems such as (2.6). It is often useful

to study Baker-Akhiezer function instead of infinite set of {𝑢𝑛} or {𝑤𝑛} since it is

just one function and it is a solution of infinitely many linear problems.

For an infinite formal series 𝑃 (𝑧) =
∞∑︀
−∞

𝑝𝑘𝑧
𝑘 and an infinite series of pseudo-

differential operators 𝒫 =
∞∑︀
−∞

𝑝𝑘𝜕
𝑘 define operations.

Definition 1. res
𝑧
(𝑃 (𝑧)) = 𝑝−1

17



Chapter 2. Tau function and bilinear equation 2.1. Baker-Akhiezer function

Definition 2. res
𝜕
(𝒫(𝑧)) = 𝑝−1

These two operations connected with useful Lemma

Lemma 1. res
𝑧
[(𝒫𝑒𝑥𝑧) · (𝒬𝑒−𝑥𝑧)] = res

𝜕
(𝒫𝒬†)

It can be proven by simple calculation.

With this lemma it becomes easy to prove following theorem

Theorem 1. The identity

res
𝑧
[(𝜕𝑖11 ...𝜕

𝑖𝑚
𝑚 𝜓)𝜓*] = 0

holds for any (𝑖1, ..., 𝑖𝑚) with arbitrary 𝑚 if and only if 𝜓 and 𝜓* of the form (1 +∑︀
𝑘>0

𝑎𝑘𝑧
−𝑘)𝑒±𝜉 are solutions of (2.6).

Before we will prove this theorem let us show that there is an another way to

rewrite it. Indeed instead of res
𝑧
[(𝜕𝑖11 ...𝜕

𝑖𝑚
𝑚 𝜓(𝑡))𝜓*(𝑡)] for any (𝑖1, 𝑖2, ..., 𝑖𝑚) we can

write res
𝑧
[𝜓(𝑡′)𝜓*(𝑡)] for any 𝑡, 𝑡′ where 𝑓(𝑡′) should be understood as a formal

expansion:

𝑓(𝑡′) =
∑︁ 1

𝑖1!...𝑖𝑚!
(𝑡′1 − 𝑡1)

𝑖1 ....(𝑡′𝑚 − 𝑡𝑚)
𝑖𝑚𝜕𝑖11 ...𝜕

𝑖𝑚
𝑚 𝑓(𝑡).

This identity can be rewritten in integral form.

∮︁
∞

𝑒𝜉(𝑡−𝑡′,𝑧)𝑤(𝑡′, 𝑧)𝑤*(𝑡, 𝑧)d𝑧 = 0. (2.7)

The integration contour is a big circle around infinity separating the singularities

coming from the exponential factor from those coming from the functions 𝑤 and 𝑤*

Proof. First we will prove that if 𝜓 and 𝜓* are solutions of (2.6), then

res
𝑧
[(𝜕𝑖11 ...𝜕

𝑖𝑚
𝑚 𝜓)𝜓*] = 0.

18



Chapter 2. Tau function and bilinear equation 2.1. Baker-Akhiezer function

Since 𝜕𝑠𝜓 = 𝒜𝑠𝜓 we need a proof only for 𝑚 = 1.

res
𝑧
[(𝜕𝑖𝜓)𝜓*] = res

𝑧
[(𝜕𝑖𝒲𝑒𝑥𝑧)(𝒲†)−1𝑒−𝑥𝑧] =

= res
𝜕
[(𝜕𝑖𝒲)𝒲−1] = res

𝜕
(𝜕𝑖) = 0.

It completes the first half of the proof.

To prove the converse statement we will consider res
𝑧
[(𝜕𝑖𝑤(𝑡, 𝑧)𝑤*(𝑡, 𝑧)] = 0 with

𝜓(𝑧) = 𝑒𝜉(𝑡,𝑧)
∞∑︀
𝑖=0

𝑤𝑖𝑧
−𝑖 and 𝜓*(𝑧) = 𝑒−𝜉(𝑡,𝑧)

∞∑︀
𝑖=0

𝑤*
𝑖 𝑧

−𝑖. Define 𝒲 =
∞∑︀
𝑖=0

𝑤𝑖𝜕
−𝑖 and

𝒲* =
∞∑︀
𝑖=0

(−1)𝑖𝑤*
𝑖 𝜕

−𝑖.

Using assumption one can show, that

0 = res
𝑧
[(𝜕𝑖𝜓)𝜓*] = res

𝑧
[(𝜕𝑖𝒲𝑒𝜉)𝒲*𝑒−𝜉] = res

𝜕
[(𝜕𝑖𝒲)(𝒲*)†] = res

𝜕
[𝜕𝑖𝒲(𝒲*)†].

It is true for every 𝑖, so if we define purely negative pseudo-different operator

𝒳 = 𝒳− as 𝒲(𝒲*)† = 1+𝒳 , proven equations mean, that 𝒳 = 0 and 𝒲* = (𝒲†)−1.

Define ℒ = 𝒲𝜕𝒲−1 for which we have

(𝜕𝑚𝒲 + (ℒ𝑚)−𝒲)𝑒𝜉 = (𝜕𝑚 · 𝒲 −𝒲𝜕𝑚 + (ℒ𝑚)−𝒲)𝑒𝜉 =

= (𝜕𝑚 · 𝒲 − ℒ𝑚𝒲 + (ℒ𝑚)−𝒲)𝑒𝜉 = (𝜕𝑚 − (ℒ𝑚)+)𝒲𝑒𝜉.

From our assumption we know, that

0 = res
𝑧
[(𝜕𝑖(𝜕𝑚 − (ℒ𝑚)+)𝜓)𝜓

*] = res
𝑧
[(𝜕𝑖(𝜕𝑚 − (ℒ𝑚)+)𝒲𝑒𝜉)((𝒲†)−1𝑒−𝜉)] =

res
𝑧
[(𝜕𝑖(𝜕𝑚𝒲 + (ℒ𝑚)−𝒲)𝑒𝜉)((𝒲†)−1𝑒−𝜉)] = res

𝜕
[(𝜕𝑖(𝜕𝑚𝒲 + (ℒ𝑚)−𝒲)(𝒲)−1)]

This yields 𝜕𝑚𝒲 +(ℒ𝑚)−𝒲 = 0 which is nothing but equation of KP hierarchy.
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Chapter 2. Tau function and bilinear equation 2.2. Tau function

2.2 Tau function

In the last section it was shown, that the whole KP hierarchy can be rewritten

as an integral equation (2.7). However it is possible to simplify it by factorizing

𝑧-dependence. In order to do so we will use following easy to prove lemma:

Lemma 2. If 𝑓(𝑧) =
∞∑︀
𝑖=0

𝑎𝑖𝑧
−𝑖 is a formal series where 𝑎0 = 1 then

res
𝑧
𝑓(𝑧)(1− 𝑧/𝜁)−1 = 𝜁(𝑓(𝜁)− 1).

More general if 𝑔(𝑧, 𝜁) =
∞∑︀

𝑖=−∞
𝑏𝑖(𝜁)𝑧

−𝑖 then

res
𝑧
[(1− 𝑧/𝜁)−1]𝑔(𝑧) = 𝜁𝑔−(𝜁, 𝑧)|𝑧=𝜁

where 𝑔−(𝑧, 𝜁) =
∞∑︀
𝑖=1

𝑏𝑖(𝜁)𝑧
−𝑖.

Here (1− 𝑧/𝜁)−1 is understood as series in 𝜁−1.

Let 𝐷(𝜁) be an operator acting on series in 𝑧−1 with coefficients depending on 𝑡

as

𝐷(𝜁)𝑓(𝑡, 𝑧) = 𝑓(𝑡− [𝜁−1], 𝑧). (2.8)

Here [𝜁−1] = (𝜁−1, 𝜁−2/2, 𝜁−3/3, ...).

Lemma 3. Following identities hold:

𝑤−1(𝑡, 𝑧) = 𝐷(𝑧)𝑤*(𝑡, 𝑧)

and

𝜕 log𝑤(𝑡, 𝑧) = (−𝐷(𝑧) + 1)𝑤1(𝑡).

Proof. Equation res
𝑧
[𝜓(𝑡)𝜓*(𝑡′)] = 0 with 𝑡′ = 𝑡− [𝜁]−1 and identity

exp
∞∑︁
𝑘=1

𝑧𝑘

𝑘𝜁𝑘
= (1− 𝑧/𝜁)−1

results in
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Chapter 2. Tau function and bilinear equation 2.2. Tau function

res
𝑧
[𝑤(𝑡)𝐷(𝜁)𝑤*(𝑡)(1− 𝑧/𝜁)−1] = 0.

First part of the lemma 2 allows one to transform it into

𝜁(𝑤(𝑡, 𝜁)𝐷(𝜁)𝑤*(𝑡, 𝜁)− 1) = 0.

Which immediately gives us first equation.

Similarly

0 = res
𝑧
[𝜕𝜓(𝑧)𝐷(𝜁)𝜓*(𝑧)] = res

𝑧
[(𝜕𝑤(𝑧) + 𝑧𝑤(𝑧))(𝐷(𝜁)𝑤*(𝑧))(1− 𝑧/𝜁)−1].

Second part of lemma 2 implies

0 = [(𝜕𝑤(𝑧) + 𝑧𝑤(𝑥))𝐷(𝜁)𝑤*(𝑧)]−|𝑧=𝜁 = (𝜕𝑤(𝜁) + 𝜁𝑤(𝜁))𝐷(𝜁)𝑤*(𝜁)−

−𝜁 − 𝑤1 +𝐷(𝜁)𝑤1 = (𝜕𝑤(𝜁))𝑤−1(𝜁)− (1−𝐷(𝜁))𝑤1

which results in second equality.

We have shown that derivative of 𝑤(𝑡, 𝑧) with respect to 𝑡1 can be expressed in

terms of one function which is not depending on 𝑧 and the whole 𝑧 dependence can

be hidden inside shift of an arguments. It is remarkable discovery that 𝑤(𝑡, 𝑧) itself

can be expressed that way.

Theorem 2. There is a function 𝜏(𝑡) such that

log𝑤(𝑡, 𝑧) = (𝐷(𝑧)− 1) log 𝜏(𝑡)

or, in more detail

𝑤(𝑡, 𝑧) =
𝜏(𝑡− [𝑧−1])

𝜏(𝑡)
. (2.9)

It is clear, that since solution of (2.6) can be multiplied by any function depend-

ing on 𝑧, 𝜏 -function also determined up to 𝑐 exp
∞∑︀
𝑖=1

𝑐𝑖𝑡𝑖 with 𝑐, 𝑐1, 𝑐2, ... arbitrary

constants.

21
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Proof. We will consider operator 𝑁(𝑧) = 𝜕𝑧 −
∞∑︀
𝑗=1

𝑧−𝑗−1𝜕𝑗 which annihilates all

functions of the form 𝐷(𝑧)𝑓(𝑡) moreover for functions 𝑓 =
∞∑︀
𝑖=0

𝑓𝑖𝑧
−𝑖−1 𝑁(𝑧)𝑓 = 0

implies 𝑓 = 0.

Applying 𝑁(𝑧) to log𝑤(𝑡, 𝑧) = (𝐷(𝑧)− 1) log 𝜏(𝑡) we obtain series of equalities:

𝑎𝑖 = 𝜕𝑖 log 𝜏 = res
𝑧
𝑧𝑖

(︃
−

∞∑︁
𝑗=1

𝑧−𝑗−1𝜕𝑗 + 𝜕𝑧

)︃
log𝑤.

In order for this system to be compatible and agreed with last equation from

lemma 3 we need 𝜕𝑎𝑖 = −𝜕𝑖𝑤1 and 𝜕𝑗𝑎𝑖 = 𝜕𝑖𝑎𝑗.

First part can be verified by simple calculation. It results in 𝜕(𝜕𝑗𝑎𝑖 − 𝜕𝑖𝑎𝑗) = 0

however (𝜕𝑗𝑎𝑖−𝜕𝑖𝑎𝑗) itself should be differential polynomial of 𝑤𝑖 which are indepen-

dent functions. The only way it derivative can be zero is for him be only a constant

term. But simple calculation, for all 𝑤𝑖 = 0 shows that constant term is absent.

Equality (2.9) together with first part of lemma 3 gives us following representa-

tion of 𝑤*(𝑡, 𝑧) :

𝑤*(𝑡, 𝑧) =
𝜏(𝑡+ [𝑧−1])

𝜏(𝑡)
(2.10)

Eventually we can rewrite (2.7) as integral equation on function 𝜏(𝑡) in the form

also known as bilinear relation for tau-function.

∮︁
∞

𝑒𝜉(𝑡−𝑡′,𝑧)𝜏(𝑡− [𝑧−1])𝜏(𝑡+ [𝑧−1])d𝑧 = 0 (2.11)
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Further Generalizations

In this section there will be shown ways to generalize KP hierarchy to 2d Toda

hierarchy and matrix KP for both these cases pole dynamics of singular solutions

was obtained in Appendices A and B for trigonometric solutions and in Appendices

D and E these results are generalized to elliptic case.

3.1 Modified KP

Content of this section follows Chapter 13 of (Dickey [2003]).

We start with ℒ pseudo-differential operator of KP hierarchy, then add infinitely

many functions 𝑣𝑖 for 𝑖 ∈ Z and determine

ℒ𝑖 = (𝜕 + 𝑣𝑖−1)...(𝜕 + 𝑣0)ℒ(𝜕 + 𝑣0)
−1...(𝜕 + 𝑣𝑖−1)

−1 for 𝑖 > 0 (3.1)

ℒ−𝑖 = (𝜕 + 𝑣−𝑖)
−1...(𝜕 + 𝑣−1)

−1ℒ(𝜕 + 𝑣−1)...(𝜕 + 𝑣−𝑖) for 𝑖 > 0 (3.2)

ℒ0 = ℒ. (3.3)

This way we have evident recursion:

ℒ𝑖+1(𝜕 + 𝑣𝑖) = (𝜕 + 𝑣𝑖)ℒ𝑖. (3.4)

23



Chapter 3. Further Generalizations 3.1. Modified KP

Determine dynamics of 𝑣𝑖 with respect to 𝑡𝑘 following way.

𝜕𝑘𝑣𝑖 = (ℒ𝑘
𝑖+1)+(𝜕 + 𝑣𝑖)− (𝜕 + 𝑣𝑖)(ℒ𝑘

𝑖 )+. (3.5)

In this case it is easy to show, that

𝜕𝑘ℒ𝑖 = [(ℒ𝑘
𝑖 )+,ℒ𝑖]. (3.6)

One can introduce dressing operators for each ℒ𝑖

𝒲𝑖ℒ𝑖𝒲−1
𝑖 = 𝜕 (3.7)

where 𝒲𝑖 =
∞∑︀
𝛼=0

𝑤𝑖𝛼𝜕
−𝛼, with 𝑤𝑖0 = 1. It is clear that

(𝜕 + 𝑣𝑖)𝒲𝑖 = 𝒲𝑖+1 · 𝜕. (3.8)

Taking similar approach as in section 2.1 we introduce Baker-Akhiezer functions

𝜓𝑖(𝑡, 𝑧) = 𝒲𝑖𝑒
𝜉

ℒ𝑖𝜓𝑖 = 𝑧𝜓𝑖, (𝜕 + 𝑣𝑖)𝜓𝑖 = 𝑧𝜓𝑖+1

and adjoint Baker-Akhiezer functions

𝜓*
𝑖 (𝑡, 𝑧) = (𝒲†

𝑖 )
−1𝑒−𝜉

ℒ†
𝑖𝜓

*
𝑖 = 𝑧𝜓*

𝑖 , (𝜕 − 𝑣𝑖)𝜓
*
𝑖+1 = −𝑧𝜓*

𝑖 .

Analogically to Lemma 3 we have

Lemma 4. For two formal series

𝜓𝑖 =
∑︁
𝛼

𝑤𝑖𝛼𝑧
−𝛼𝑒𝜉, 𝜓* =

∑︀
𝛼

𝑤*
𝑖𝛼𝑧

−𝛼𝑒𝜉

with 𝑤𝑖0 = 𝑤*
𝑖0 = 1 the following two statements are met simultaneously.
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1) 𝜓𝑖 and 𝜓*
𝑖 are Baker Akhiezer functions of mKP hierarchy.

2) res
𝑧
[𝑧𝑖−𝑗(𝜕𝑘11 ...𝜕

𝑘𝑚
𝑚 𝜓𝑖)𝜓

*
𝑗 ] = 0 for 𝑖 ≥ 𝑗 and any (𝑘1, ..., 𝑘𝑚).

Proof. First we will show, that if condition 1 is satisfied, then condition 2 is also

satisfied.

Like in KP case we need to consider only (𝑘, 0, 0, ..., 0) since 𝜕𝑠𝜓𝑖 = (ℒ𝑠
𝑖 )+𝜓𝑖.

res
𝑧
[𝑧𝑖−𝑗(𝜕𝑘𝜓𝑖)𝜓

*
𝑗 ] = res

𝑧
[(𝜕𝑘𝒲𝑖𝜕

𝑖−𝑗𝑒𝜉)((𝒲†
𝑗 )

−1𝑒−𝜉)] = res
𝜕
[(𝜕𝑘𝒲𝑖𝜕

𝑖−𝑗)𝒲−1
𝑗 ] =

= res
𝜕
[(𝜕𝑘(𝜕 + 𝑣𝑖−1)...(𝜕 + 𝑣𝑗)𝒲𝑗𝒲−1

𝑗 ] = 0.

Now we will prove reverse statement. For 𝑖 = 𝑗 we have a case of KP hierarchy

and it already has been proven, that if res
𝑧
[(𝜕𝑘11 ...𝜕

𝑘𝑚
𝑚 𝜓𝑖)𝜓

*
𝑖 ] = 0, then 𝜓𝑖 and 𝜓*

𝑖

are Baker-Akhiezer functions and adjoint BA functions of KP hierarchies with ℒ𝑖

operators. We are left to prove, that these operators connected through equation

(3.4). In order to do so we will consider the case 𝑖 = 𝑗 + 1 and (𝑘, 0, 0, ..., 0).

0 = res
𝑧
[𝑧(𝜕𝑘𝜓𝑗+1)𝜓

*
𝑗 ] = res

𝑧
[(𝜕𝑘𝒲𝑗+1𝜕𝑒

𝜉)((𝒲†
𝑗 )

−1𝑒−𝜉)] = res
𝜕
[𝜕𝑘𝒲𝑗+1𝜕𝒲−1

𝑗 ].

which means, that 𝒲𝑗+1𝜕𝒲−1
𝑗 is purely differential first order monic operator and

we can put 𝒲𝑗+1𝜕𝒲−1
𝑗 = 𝜕 + 𝑣𝑗. From that equation (3.4) follows immediately.

Since every 𝜓𝑖 is solution of KP Theorem 2 combined with proven Lemma means,

that whole mKP hierarchy is equivalent to series of bilinear equations:

∮︁
∞

𝑧𝑛−𝑚𝑒𝜉(𝑡−𝑡′,𝑧)𝜏𝑛(𝑡− [𝑧−1])𝜏𝑚(𝑡+ [𝑧]−1)d𝑧 = 0 (3.9)

for 𝑛 ≥ 𝑚.

But for our purposes it will be convenient to take a different look at mKP hier-

archy as a half of more general 2d Toda hierarchy.
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3.2 gl((∞)) algebra and 2d Toda hierarchy

The content of this section is based on (Ueno and Takasaki [1984]).

We will consider formal Lie algebra gl((∞))

Let Λ𝑗 be a 𝑗-th shift matrix Λ𝑗 = (𝛿𝜇+𝑗,𝜈)𝜇,𝜈∈Z and 𝐸𝑖𝑗 be the (𝑖, 𝑗)-matrix unit

𝐸𝑖𝑗 = (𝛿𝜇𝑖𝛿𝜈𝑗)𝜇,𝜈∈Z. Let gl((∞)) be a formal Lie algebra consisting of all Z × Z

matrices

gl((∞)) =

{︃∑︁
𝑖,𝑗∈Z

𝑎𝑖𝑗𝐸𝑖𝑗|𝑎𝑖𝑗 ∈ C

}︃
. (3.10)

A matrix 𝐴 ∈ gl((∞)) is written in a form

𝐴 =
∑︁
𝑗∈Z

diag[𝑎𝑗(𝑠)]Λ
𝑗 (3.11)

here diag[𝑎𝑗(𝑠)] denotes a diagonal matrix diag(..., 𝑎𝑗(−1), 𝑎𝑗(0).𝑎𝑗(1), ...) we can

define a positive/negative part of matrix of matrix 𝐴 : (𝐴)+ =
∑︀
𝑗≥0

diag[𝑎𝑗(𝑠)]Λ
𝑗 and

(𝐴)− =
∑︀
𝑗<0

diag[𝑎𝑗(𝑠)]Λ
𝑗.

If 𝑎𝑗(𝑠) = 0 for all 𝑗 > 𝑚 we call 𝐴 is order less than 𝑚. If 𝑎𝑗(𝑠) = 0 for all

𝑗 < 𝑚 we call 𝐴 is order grater than 𝑚. If matrices 𝐴 and 𝐵 both less or larger

than some 𝑚, then product of 𝐴𝐵 is well-defined.

There is natural correspondence between matrix 𝐴 and difference operator

𝒜(𝑥) =
∑︁
𝑗∈Z

𝑎𝑗(𝑥)𝑒
𝑗𝜂𝜕𝑥 (3.12)

where operator 𝑒𝑗𝜕𝑠 define by it action 𝑒𝑗𝜂𝜕𝑠𝑓(𝑥) = 𝑓(𝑥+ 𝑗𝜂).

Definition 3. Set two copies of time flows 𝑡+ and 𝑡−. Let 𝐿, 𝐿̄ and 𝑀𝑛 for 𝑛 ∈

Z/{0} be elements of gl((∞)) where

𝐿 =
∑︁
𝑗≤1

diag[𝑙𝑗(𝑠)]Λ
𝑗 with 𝑙1(𝑠) = 1 for any 𝑠 (3.13)

𝐿̄ =
∑︁
−1≤𝑗

diag[𝑙̄𝑗(𝑠)]Λ
𝑗 with 𝑙̄−1(𝑠) ̸= 0 for any 𝑠 (3.14)

𝑀𝑛>0 = (𝐿𝑛)+ 𝐵𝑛<0 = (𝐿̄−𝑛)−. (3.15)
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The Toda lattice hierarchy is a system of equations

𝜕𝑛𝐿 = [𝑀𝑛, 𝐿] 𝜕𝑛𝐿̄ = [𝑀𝑛, 𝐿̄]. (3.16)

It can be proven the same way it was proven for KP hierarchy that second

derivatives commute. In a case of both 𝑚 and 𝑛 positive or negative the proof is

the same as in KP case. Following chain of equalities will prove it for times from

different flows:

𝜕𝑛𝜕−𝑚𝐿− 𝜕−𝑚𝜕𝑛𝐿 = 𝜕𝑛[𝐿̄
𝑚
− , 𝐿]− 𝜕−𝑚[𝐿

𝑛
+, 𝐿] =

[𝐿𝑛
+, 𝐿̄

𝑚]−𝐿+ 𝐿̄𝑚
− [𝐿

𝑛
+, 𝐿]− 𝐿[𝐿𝑛

+, 𝐿̄
𝑚]− − [𝐿𝑛

+, 𝐿]𝐿̄
𝑚
−−

−[𝐿̄𝑚
− , 𝐿

𝑛]+𝐿− 𝐿𝑛
+[𝐿̄

𝑚
− , 𝐿] + 𝐿[𝐿̄𝑚

− , 𝐿
𝑛]+ + [𝐿̄𝑚

− , 𝐿]𝐿
𝑛
+

= [𝐿𝑛
+, 𝐿̄

𝑚]𝐿+ (𝐿̄𝑚
−𝐿

𝑛
+ − 𝐿𝑛

+𝐿̄
𝑚
− )𝐿− 𝐿[𝐿𝑛

+, 𝐿̄
𝑚] + 𝐿(𝐿𝑛

+𝐿̄
𝑚
− − 𝐿̄𝑚

−𝐿
𝑛
+) = 0.

Now we will prove some lemmas which help us to obtain the whole Toda lattice

hierarchy in bilinear form:

Lemma 5. There are exist two matrices 𝑊 and 𝑊̄ of form

𝑊 =
∞∑︁
𝑗=0

diag[𝑤𝑗(𝑠)]Λ
−𝑗 (3.17)

𝑊̄ =
∞∑︁
𝑗=0

diag[𝑤̄𝑗(𝑠)]Λ
𝑗 (3.18)

with 𝑤0(𝑠) = 1 and 𝑤̄0(𝑠) ̸= 0 for any 𝑠 such that 𝐿 = 𝑊Λ𝑊−1, 𝐿̄ = 𝑊̄ Λ̄−1𝑊̄−1

and they satisfy equations

𝜕𝑛𝑊 = −𝐿𝑛
−𝑊 𝜕−𝑛𝑊 = 𝐿̄𝑛

−𝑊 𝑛 > 0 (3.19)

𝜕𝑛𝑊̄ = 𝐿𝑛
+𝑊̄ 𝜕−𝑛𝑊 = −𝐿̄𝑛

+𝑊̄ 𝑛 > 0. (3.20)

Moreover they both defined up to arbitrariness

𝑊 → 𝑊𝐹−(Λ) 𝑊̄ → 𝑊̄𝐹+(Λ) (3.21)
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where 𝐹±(Λ) =
∑︀
𝑗≥0

𝑓±
𝑗 Λ

±𝑗.

Proof. First of all simple calculation shows that system (3.19)-(3.20) is compatible.

It is clear that there are exist a some constant matrices 𝑊0 and 𝑊̄0 of forms

(3.17) and (3.18) respectfully such that

𝐿 = 𝑊0Λ𝑊
−1
0 𝐿̄ = 𝑊̄0Λ̄𝑊̄

−1
0 .

We can consider Cauchy problem for (3.19) and (3.20) with initial conditions

𝑊0, 𝑊̄0.

Straightforward calculations show, that 𝐿𝑊 − 𝑊𝐿 and 𝐿̄𝑊̄ − 𝑊̄ 𝐿̄ are both

solutions of the same systems with zero initial conditions, so the uniqueness of

solution obliges them be a null solutions, which means, that we have constructed 𝑊

and 𝑊̄ from lemma.

Using that lemma it is easy to show, that matrices Ψ = 𝑊𝑒𝜉(𝑡+,Λ) and Ψ̄ =

𝑊̄𝑒𝜉(𝑡−,Λ−1) are solutions of following linear problems:

𝐿Ψ = ΨΛ, 𝜕𝑛Ψ =𝑀𝑛Ψ (3.22)

𝐿̄Ψ̄ = Ψ̄Λ−1, 𝜕𝑛Ψ̄ =𝑀𝑛Ψ̄. (3.23)

𝐿Ψ = 𝐿𝑊𝑒𝜉(𝑡+,Λ) = 𝑊Λ𝑒𝜉(𝑡+.Λ) = ΨΛ and for 𝑛 > 0 𝜕𝑛Ψ = −𝐿𝑛
−Ψ + ΨΛ𝑛 =

(−𝐿𝑛
− + 𝐿𝑛)Ψ =𝑀𝑛Ψ the rest calculations are similar.

Now we have proven, that

𝑀𝑛 = (𝜕𝑛Ψ)Ψ−1 = (𝜕𝑛Ψ̄)Ψ̄−1 (3.24)

or even

(𝜕𝑛𝑘
𝑖𝑘
...𝜕𝑛1

𝑖1
Ψ)Ψ−1 = (𝜕𝑛𝑘

𝑖𝑘
...𝜕𝑛1

𝑖1
Ψ̄)Ψ̄−1 (3.25)

for any (𝑖1, ...𝑖𝑘) ∈ (Z/{0})𝑘 and (𝑛1, ...𝑛𝑘) ∈ (N*)𝑘.

It can be written as

Ψ(𝑡+, 𝑡−)Ψ
−1(𝑡′+, 𝑡

′
−) = Ψ̄(𝑡+, 𝑡−)Ψ̄

−1(𝑡′+, 𝑡
′
−) (3.26)
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for any 𝑠, 𝑠′, 𝑡+.𝑡−, 𝑡′−, 𝑡′+,

This equation resembles similar ones for KP and mKP case. It can be proven

similarly to KP and mKP cases that equation (3.26) defines the whole hierarchy.

Resemblance with mKP and KP hierarchies can be continued further. We have

𝑊 =
∞∑︁
𝑗=0

diag[𝑤𝑗(𝑠)]Λ
−𝑗, 𝑊−1 =

∞∑︀
𝑗=0

Λ−𝑗diag[𝑤*
𝑗 (𝑠+ 1)],

𝑊̄ =
∞∑︁
𝑗=0

diag[𝑤̄𝑗(𝑠)]Λ
𝑗, 𝑊̄−1 =

∞∑︀
𝑗=0

Λ𝑗diag[𝑤̄*
𝑗 (𝑠+ 1)].

And define

𝜓(𝑠, 𝑧) =
∞∑︁
𝑗=0

𝑤𝑗(𝑠)𝑧
𝑠−𝑗𝑒𝜉(𝑡+,𝑧), 𝜓*(𝑠, 𝑧) =

∞∑︀
𝑗=0

𝑤*
𝑗 (𝑠)𝑧

−𝑗−𝑠𝑒−𝜉(𝑡+,𝑧),

𝜓(𝑠, 𝑧) =
∞∑︁
𝑗=0

𝑤̄𝑗(𝑠)𝑧
𝑗+𝑠𝑒𝜉(𝑡−,𝑧−1), 𝜓*(𝑠, 𝑧) =

∞∑︀
𝑗=0

𝑤̄*
𝑗 (𝑠)𝑧

𝑗−𝑠𝑒−𝜉(𝑡−,𝑧−1).

After that equation (3.26) can be rewritten as

∮︁
∞

𝜓(𝑠, 𝑧; 𝑡+, 𝑡−)𝜓
*(𝑠′, 𝑧; 𝑡′+, 𝑡

′
−)

d𝑧

2𝜋𝑖
=

∮︁
0

𝜓(𝑠, 𝑧; 𝑡+, 𝑡−)𝜓
*(𝑠′, 𝑧; 𝑡′+, 𝑡

′
−)

d𝑧

2𝜋𝑖
. (3.27)

When 𝑠 ≥ 𝑠′ and 𝑡− = 𝑡′− right hand side is equal to zero and we obtain mKP

equation in bilinear form. We can introduce tau-functions.

𝜓(𝑠, 𝑧, 𝑡+, 𝑡−) = 𝑧𝑠𝑒𝜉(𝑡+,𝑧) 𝜏𝑠(𝑡+ − [𝑧−1], 𝑡−)

𝜏𝑠(𝑡+, 𝑡−)
(3.28)

𝜓*(𝑠, 𝑧, 𝑡+, 𝑡−) = 𝑧−𝑠𝑒𝜉(𝑡+,𝑧) 𝜏𝑠(𝑡+ + [𝑧−1], 𝑡−)

𝜏𝑠(𝑡+, 𝑡−)
. (3.29)

We can also introduce 𝑟𝑛 and 𝑟*𝑛 such that

𝜓(𝑠, 𝑧, 𝑡+, 𝑡−) = 𝑧𝑠𝑒𝜉(𝑡−,𝑧−1)𝑟𝑠(𝑧, ; 𝑡+, 𝑡−) = 𝑧𝑠𝑒𝜉(𝑡−,𝑧−1)
∑︁
𝑗≥0

𝑟𝑠,𝑗𝑧
𝑗 (3.30)

𝜓*(𝑠, 𝑧, 𝑡+, 𝑡−) = 𝑧−𝑠𝑒−𝜉(𝑡−,𝑧−1)𝑟*𝑠(𝑧, ; 𝑡+, 𝑡−) = 𝑧−𝑠𝑒−𝜉(𝑡−,𝑧−1)
∑︁
𝑗≥0

𝑟*𝑠,𝑗𝑧
𝑗. (3.31)

Applying calculations similar to one used in Lemma 3 for different choice of
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𝑠− 𝑠′, 𝑡′− − 𝑡−, 𝑡
′
+ − 𝑡+ we can prove following equalities:

𝑟−1
𝑠 (𝑧) = 𝐷−(𝑧

−1)𝑟*𝑠+1(𝑧), for 𝑡′+ = 𝑡+, 𝑡
′
− = 𝑡− + [𝑧], 𝑠′ = 𝑠+ 1

𝑟𝑠(𝑧)

𝑟𝑠−1(𝑧)
=
𝐷−(𝑧

−1)𝑟𝑠,0
𝑟𝑠−1,0

for 𝑡′+ = 𝑡+, 𝑡
′
− = 𝑡− + [𝑧], 𝑠′ = 𝑠+ 2

𝐷+(𝜁)𝜏𝑠𝐷−(𝑧
−1)𝜏𝑠+1

𝜏𝑠𝐷+(𝜁)𝐷−(𝑧−1)𝜏𝑠+1

=
𝑟𝑠(𝑧)

𝐷+(𝜁)𝑟𝑠(𝑧)
for 𝑡′+ = 𝑡+ + [𝜁−1], 𝑡′− = 𝑡− + [𝑧], 𝑠′ = 𝑠+ 1.

Combine last two equations one can find that

𝜓(𝑠, 𝑧, 𝑡+, 𝑡−) = 𝑧𝑠𝑒𝜉(𝑡−,𝑧−1) 𝜏𝑠+1(𝑡+, 𝑡− − [𝑧])

𝜏(𝑡+, 𝑡−)
(3.32)

𝜓*(𝑠, 𝑧, 𝑡+, 𝑡−) = 𝑧−𝑠𝑒−𝜉(𝑡−,𝑧−1) 𝜏𝑠−1(𝑡+, 𝑡− + [𝑧])

𝜏(𝑡+, 𝑡−)
. (3.33)

Eventually it results in integral bilinear equation on tau functions of Toda lattice

hierarchy: ∮︁
∞

𝑧𝑠
′−𝑠𝑒𝜉(𝑡+,𝑧)−𝜉(𝑡′+,𝑧)𝜏𝑠(𝑡+ − [𝑧−1], 𝑡−)𝜏𝑠′(𝑡

′
+ + [𝑧−1], 𝑡′−)

d𝑧

2𝜋𝑖
=

=

∮︁
0

𝑧𝑠
′−𝑠𝑒𝜉(𝑡−,𝑧−1)−𝜉(𝑡′−,𝑧−1)𝜏𝑠+1(𝑡+, 𝑡− − [𝑧])𝜏𝑠′−1(𝑡

′
+, 𝑡

′
− + [𝑧])

d𝑧

2𝜋𝑖
.

(3.34)

Or if one consider 𝑛 not discrete but continues variable and introduce 𝑥 = 𝜂𝑛,

then it can written as∮︁
∞

𝑧𝜂(𝑥
′−𝑥)𝑒𝜉(𝑡+,𝑧)−𝜉(𝑡′+,𝑧)𝜏(𝑥, 𝑡+ − [𝑧−1], 𝑡−)𝜏(𝑥

′, 𝑡′+ + [𝑧−1], 𝑡′−)
d𝑧

2𝜋𝑖
=

=

∮︁
0

𝑧𝜂(𝑥
′−𝑥)𝑒𝜉(𝑡−,𝑧−1)−𝜉(𝑡′−,𝑧−1)𝜏(𝑥+ 𝜂, 𝑡+, 𝑡− − [𝑧])𝜏(𝑥′ − 𝜂, 𝑡′+, 𝑡

′
− + [𝑧])

d𝑧

2𝜋𝑖
.

(3.35)

3.3 Multi-component KP hierarchy

Content of this section is based on (Dickey [1997]).

Another generalization of KP hierarchy comes when we consider elements 𝑢𝑚 of

operator ℒ in (2.1) as 𝑛× 𝑛 matrices
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𝐿 = 𝜕 + 𝑈1𝜕
−1 + 𝑈2𝜕

−2 + ... (3.36)

We can introduce times : 𝑡𝑘𝛼, where 𝑘 > 0 and 1 ≤ 𝛼 ≤ 𝑛.

To define dynamics of these elements we introduce operators 𝑅𝛼 such that

𝑅𝛼𝑅𝛽 = 𝛿𝛼𝛽𝑅𝛼, [𝑅𝛼,𝐿] = 0 and
∑︀
𝛼

𝑅𝛼 = 1 (from here and further summations

over Greek indices goes from 1 to 𝑛).

Now define operators 𝐵𝑘𝛼 = (𝐿𝑘𝑅𝛼)+ where as in regular KP ()+ means taking

purely differential part. We introduce dynamics

𝜕𝑘𝛼𝐿 = [𝐵𝑘𝛼, 𝐿]. (3.37)

It is clear from definition, that
∑︀
𝛼

𝜕1𝛼 = 𝜕.

Similarly to KP case we may introduce dressing operator 𝑊 = 𝐼 +
∑︀
𝑘>0

𝑊𝑘𝜕
−𝑘:

𝐿 = 𝑊 𝜕𝑊−1. It is clear, that defined as 𝑅𝛼 = 𝑊𝐸𝛼𝑊
−1, 𝑅𝛼 operators are

indeed satisfy all requirements . Here (𝐸𝛼)𝑖𝑗 = 𝛿𝑖𝛼𝛿𝑗𝛼.

Introducing matrix Baker-Akhiezer and adjoint Baker-Akhiezer functions:

Ψ = 𝑊 𝑒𝜉(𝑡,𝑧) = 𝑒𝜉(𝑡,𝑧)𝑊 (3.38)

Ψ* = (𝑊 †)−1𝑒−𝜉(𝑡,𝑧) = 𝑒−𝜉(𝑡,𝑧)(𝑊 *)−1 (3.39)

where 𝜉(𝑡, 𝑧) =
∑︀
𝑘≥0

∑︀
𝛼

𝑧𝑘𝐸𝛼𝑡𝑘𝛼.

They are solutions of corresponding generalization of linear problems:

𝐿Ψ = 𝑧Ψ 𝐿†Ψ* = 𝑧Ψ* (3.40)

𝜕𝑛𝛼Ψ = 𝐵𝑛𝛼Ψ 𝜕𝑛𝛼Ψ
* = −𝐵†

𝑛𝛼Ψ
*. (3.41)

It can be proven the same way as in scalar case, analogue of Theorem 1:

Theorem 3. The identity

res
𝑧
[(𝜕𝑖1𝑘1𝛼1

...𝜕𝑖𝑚𝑘𝑚𝛼𝑚
Ψ)Ψ*] = 0
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holds for any (𝑖1, ..., 𝑖𝑚) ∈ (N*)𝑚, (𝑘1, ..., 𝑘𝑚) ∈ (N*)𝑚 and (𝛼1, ..., 𝛼𝑚) ∈ [1, 𝑛]𝑚 if

and only if Ψ and Ψ* of form (𝐼 +
∑︀
𝑘>0

𝐴𝑖𝑧
−𝑖)𝑒±𝜉 are solutions of (3.38).

Or it can be written in integral form

∮︁
∞

Ψ(𝑧; 𝑡)Ψ*(𝑧; 𝑡′)d𝑧 = 0. (3.42)

It is possible to generalize notion of 𝜏 -function.

First of all we introduce operators 𝐷𝛼(𝑧) = exp

(︂
−
∑︀
𝑘>1

𝜕𝑘𝛼
𝑧𝑘𝑘

)︂
which is act by

shifting 𝛼’s times by [𝑧−1] vector. 𝐷𝛼(𝑧)𝑓(𝑡) = 𝑓(..., 𝑡𝑘𝛾 − 𝛿𝛼𝛾(1/𝑘)𝑧
−𝑘, ...).

As in a proof of existence of 𝜏 -function for KP it is useful to consider following

identities 𝐷𝛼(𝜁)𝑒
−𝜉(𝑡,𝑧) = (𝐼 − 𝐸𝛼 + (1− 𝜁/𝑧)−1𝐸𝛼)𝑒

−𝜉(𝑡,𝑧).

Taking (𝛽, 𝛽)th and (𝛼, 𝛽)th elements of equation (3.42) with 𝑡′𝑘𝛾 = 𝑡𝑘𝛾 + 𝛿𝛽𝛾
1

𝑘𝜁𝑘

we obtain equations

𝑊𝛽𝛽𝐷𝛼𝑊
*
𝛽𝛽 = 1 (3.43)

𝜁
𝑊𝛼𝛽(𝜁)

𝑊𝛽𝛽(𝜁)
= 𝐷𝛽(𝜁)𝑊1,𝛼𝛽. (3.44)

Taking (𝛽, 𝛽)th element of equation (3.42) with 𝑡′𝑘𝛾 = 𝑡𝑘𝛾 + 𝛿𝛽𝛾

(︂
1

𝑘𝜁𝑘1
+

1

𝑘𝜁𝑘2

)︂
results in

𝐷𝛽(𝜁1)𝑊𝛽𝛽(𝜁2)

𝑊𝛽𝛽(𝜁2)
=
𝐷𝛽(𝜁2)𝑊𝛽𝛽(𝜁1)

𝑊𝛽𝛽(𝜁1)
. (3.45)

Introducing 𝑓𝛽 = log𝑊𝛽𝛽 it can be rewritten as

(𝐷𝛽(𝜁1)− 1)𝑓𝛽(𝜁2) = (𝐷𝛽(𝜁2)− 1)𝑓𝛽(𝜁1) (3.46)

Combine equations which come from (𝛼, 𝛼)th, (𝛼, 𝛽)th, (𝛽, 𝛽)th and (𝛽, 𝛼)th

with 𝑡′𝑘𝛾 = 𝑡𝑘𝛾 +

(︂
𝛿𝛽𝛾

1

𝑘𝜁𝑘1
+ 𝛿𝛼𝛾

1

𝑘𝜁𝑘2

)︂
one can show that

(𝐷𝛼(𝜁1)− 1)𝑓𝛽(𝜁2) = (𝐷𝛽(𝜁2)− 1)𝑓𝛼(𝜁1). (3.47)
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As in KP case we will prove that there is function 𝜏 such that 𝑓𝛼(𝑧) = (𝐷𝛼(𝑧)−

1) log 𝜏 .

Introducing operator 𝑁𝛼(𝑧) =
∑︀
𝑗≥0

𝑧−𝑗−1𝜕𝑗𝛼+𝜕𝑧 such that 𝑁𝛼(𝑧)𝐷𝛼(𝑧)𝑓(𝑡, 𝑧) = 0

and applying it to (3.47) one obtain

𝐷𝛽(𝜁2)𝑁𝛼(𝜁1)𝑓𝛼(𝜁1)−𝑁𝛼𝑓𝛼(𝜁1) = −
∑︁
𝑗≥0

𝜁−𝑗−1𝜕𝑗𝛼𝑓𝛽(𝜁2). (3.48)

Then multiply this by 𝜁 𝑖1 and take res
𝜁1

𝑏𝑖𝛼 ≡ res
𝜁1
𝜁 𝑖1𝑁𝛼(𝜁1)𝑓𝛼(𝜁1) = 𝐷𝛽(𝜁2)res

𝜁1
𝜁 𝑖1𝑁𝛼(𝜁1)𝑓𝛼(𝜁1) + 𝜕𝑖𝛼𝑓𝛽(𝜁2) (3.49)

i.e

𝑏𝑖𝛼 = 𝐷𝛽(𝜁2)𝑏𝑖𝛼 + 𝜕𝑖𝛼𝑓𝛽(𝜁2). (3.50)

Since (𝑖, 𝛼) is arbitrary we can differentiate this equality with respect to 𝑡𝑗𝛾 .

change indices and substitute one equation from other to obtain equation

(𝐷𝛽(𝜁2)− 1)(𝜕𝑗𝛾𝑏𝑖𝛼 − 𝜕𝑖𝛼𝑏𝑗𝛾). (3.51)

Since (𝐷𝛽(𝜁2)− 1) null only functions which are constant for all times, the same

argument as in KP case can be applied here to show, that 𝜕𝑗𝛾𝑏𝑖𝛼−𝜕𝑖𝛼𝑏𝑗𝛾 = 0, which

means, that one can introduce 𝜏 such that 𝑏𝑖𝛼 = 𝜕𝑖𝛼 log 𝜏 . Tau function is defined

up to multiplication by 𝑐(𝑧), however this ambiguity can be hidden inside definition

of Baker-Akhiezer functions, which also can be defined up to multiplication by some

matrix which depend only on 𝑧.

Using equation 3.44 we define 𝜏𝛼𝛽 = 𝜏𝑊1,𝛼𝛽 and

𝑊𝛼𝛽(𝑧; 𝑡) =
1

𝑧

𝐷𝛽(𝑧)𝜏𝛼𝛽(𝑡)

𝜏(𝑡)
, 𝛼 ̸= 𝛽. (3.52)

If we introduce 𝑡𝑖 = 1
𝑛

∑︀
𝛼

𝑡𝑖𝛼 such that 𝜕𝑛 =
∑︀
𝛼

𝜕𝑛𝛼 and consider dependence only

on 𝑡𝑛 variables, we obtain Matrix KP hierarchy.
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Chapter 4

Main Results

4.1 KP hierarchy

This thesis continues a series of works started with (Airault et al. [1977]) where au-

thors have considered a singular solutions of KdV equation and shown, that its poles

is governed by dynamics of cubic Hamiltonian of Calogero-Moser system in special

locus, where 𝐻2 is equal to zero. Following by famous Krichever results (Krichever

[1978]) and (Krichever [1980]) where he has shown that connection between pole

solutions of nonlinear partial equations and many body systems becomes more nat-

ural for KP equation. Shiota in (Shiota [1994]) have extended that correspondence

to the whole hierarchy for rational case. He have shown that poles of rational solu-

tions of KP hierarchy evolve with respect to 𝑡𝑚’s KP time like particles of rational

Calogero-Moser model governed by Hamiltonian 𝐻𝑚 = tr𝐿𝑚 with Calogero-Moser

matrix 𝐿 (1.26).

Later this result was generalized in (Haine [2007]) and (Zabrodin [2020]) for

trigonometric solutions with corresponding Hamiltonians

𝐻𝑚 =
1

2(𝑚+ 1)𝛾
tr ((𝐿+ 𝛾𝐼)𝑚+1 − (𝐿− 𝛾𝐼)𝑚+1) where 𝐿 is Lax matrix for

trigonometric Calogero-Moser system (1.28).

Appendix 4.3 (Prokofev and Zabrodin [2021b]) contains the most general version

of this statement. It considers elliptic solution of whole hierarchy in form of
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𝜏(𝑥, 𝑡) =
𝑁∏︁
𝑖=1

𝜎(𝑥− 𝑥𝑖(𝑡)). (4.1)

It is proven, that (4.1) gives solution of (2.11) if and only if evolution of 𝑥𝑖’s with

respect to 𝑡𝑚 is governed by

𝐻𝑚 = res
𝑧=∞

(𝑧𝑚𝜆(𝑧)) (4.2)

where 𝜆(𝑧) solves

det(𝐿(𝜆)− (𝑧 + 𝜁(𝜆)𝐼) = 0 (4.3)

with elliptic Lax matrix

𝐿𝑗𝑘 = −𝑝𝑗𝛿𝑗𝑘 − (1− 𝛿𝑗𝑘)Φ(𝑥𝑗 − 𝑥𝑘, 𝜆). (4.4)

It appears that there is only one unique solution of (4.3) when 𝑧 → ∞.

This article also include nontrivial calculations connecting this solution in the

limit when one or both periods of elliptic curve goes to infinity with results of

previous works.

4.2 2d Toda hierarchy

Dynamics of poles of elliptic solutions to the 2DTL and mKP hierarchies was studied

in (Krichever and Zabrodin [1995]). It was proved that the poles move as particles of

the integrable Ruijsenaars–Schneider many-body system (Ruijsenaars and Schneider

[1986]) which is a relativistic generalization of the Calogero–Moser system. The

extension to the level of hierarchies for rational solutions to the mKP equation

was made in (Iliev [2007]): again, the evolution of poles with respect to the higher

times 𝑡𝑘 of the mKP hierarchy is governed by the higher Hamiltonians −tr𝐿𝑘 of the

Ruijsenaars–Schneider system.

Article (Prokofev and Zabrodin [2019]) generalize that result. It contains direct

solutions of bilinear relation for the whole 2d Toda lattice (3.35) with trigonometric
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tau-function of the form

𝜏(𝑥, 𝑡+, 𝑡−) = exp

(︃
−
∑︁
𝑘≥1

𝑘𝑡𝑘𝑡−𝑘

)︃
𝑁∏︁
𝑖=1

(︀
𝑒2𝛾𝑥 − 𝑒2𝛾𝑥𝑖(𝑡+,𝑡−)

)︀
. (4.5)

It is shown, that evolution of the 𝑥𝑖’s with respect to the time 𝑡𝑚 govern by

Hamiltonian

𝐻𝑚 = −sinh(𝑚𝛾𝜂)

𝑚𝛾𝜂
tr(𝐿)𝑚 (4.6)

for both positive and negative 𝑚. Here

𝐿𝑖𝑗 =
𝛾𝜂𝑒𝜂𝑝𝑖

sinh(𝛾(𝑥𝑖 − 𝑥𝑗 − 𝜂))

∏︁
𝑙 ̸=𝑖

sinh(𝛾(𝑥𝑖 − 𝑥𝑙 + 𝜂))

sinh(𝛾(𝑥𝑖 − 𝑥𝑙))
(4.7)

is the Lax matrix of trigonometric Ruijsenaars–Schneider system.

Generalization to elliptic case is given in (Prokofev and Zabrodin [2021a]) where

we consider solutions of 2d Toda lattice hierarchy of the form

𝜏(𝑥, 𝑡+, 𝑡−) = exp

(︃
−
∑︁
𝑘≥1

𝑘𝑡𝑘𝑡−𝑘

)︃
𝑁∏︁
𝑖=1

𝜎 (𝑥− 𝑥𝑖(𝑡+, 𝑡−)) . (4.8)

In order for 4.8 to be solution, evolution of 𝑥𝑖 with respect to time 𝑡𝑚 should be

governed by Hamiltonian

𝐻𝑚 = res
𝑧=∞

(𝑧𝑚−1𝜆(𝑧)) (4.9)

for 𝑚 > 0 and

𝐻𝑚 = res
𝑧=0

(𝑧𝑚−1𝜆(𝑧)) (4.10)

for 𝑚 < 0.

𝜆(𝑧) can be found from the equation

det(𝐿(𝜆)− 𝑧𝜂𝜁(𝜆)) = 0 (4.11)
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with elliptic Lax matrix 𝐿

𝐿𝑖𝑗(𝜆) = 𝑒𝑝𝑖Φ(𝑥𝑖 − 𝑥𝑗 − 𝜂, 𝜆)
∏︁
𝑙 ̸=𝑖

𝜎(𝑥𝑖 − 𝑥𝑙 + 𝜂)

𝜎(𝑥𝑖 − 𝑥𝑙)
. (4.12)

Equation (4.11) have unique solution near 𝑧 = ∞.

Nontrivial calculations conducted in this paper prove that, degeneration of el-

liptic curve to its rational or trigonometric limits gives the same results as ones

obtained before.

4.3 Matrix KP

The singular (in general, elliptic) solutions to the matrix KP equation were investi-

gated in (Krichever and Zabrodin [1995]). It was shown that the evolution of data

of such solutions (positions of poles and some internal degrees of freedom) with

respect to the time 𝑡2 is isomorphic to the dynamics of a spin generalization of

the Calogero–Moser system (the Gibbons–Hermsen system (Gibbons and Hermsen

[1984])). The generalization of this connection to whole hierarchy was studied in

(Pashkov and Zabrodin [2018]) for rational solutions. It appears, that dynamics in

𝑡𝑚 is governed by Hamiltonian 𝐻𝑚 = tr𝐿𝑚.

Trigonometric version of this result is considered in (Prokofev and Zabrodin

[2020]). There are trigonometric solutions of matrix KP hierarchy constructed in

this paper. It is proven, that

𝜏 =
𝑁∏︁
𝑖=1

(𝑒2𝛾𝑥 − 𝑒2𝛾𝑥𝑖(𝑡)) (4.13)

with

𝑊1,𝛼𝛽 = 𝑆𝛼𝛽 −
∑︁
𝑖

2𝛾𝑒2𝛾𝑥𝑖(𝑡)𝑎𝛼𝑖 (𝑡)𝑏
𝛽
𝑖 (𝑡)

𝑒2𝛾𝑥 − 𝑒2𝛾𝑥𝑖(𝑡)
(4.14)

are solutions to whole matrix KP hierarchy if and only if dynamics of 𝑥𝑖(𝑡),

𝑎𝛼𝑖 (𝑡), 𝑏𝛼𝑖 (𝑡) in 𝑡𝑚 is governed by Hamiltonian

𝐻𝑚 =
1

2(𝑚+ 1)𝛾
tr
(︀
(𝐿+ 𝛾𝐼)𝑚+1 − (𝐿− 𝛾𝐼)𝑚+1

)︀
(4.15)
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where

𝐿𝑗𝑘 = −𝑝𝑗𝛿𝑗𝑘 − (1− 𝛿𝑗𝑘)

𝛾
∑︀
𝛼

𝑏𝛼𝑗 𝑎
𝛼
𝑘

sinh(𝛾(𝑥𝑗 − 𝑥𝑘))
(4.16)

with nonzero Poisson brackets {𝑥𝑖, 𝑝𝑗} = 𝛿𝑖𝑗 and {𝑎𝛼𝑖 , 𝑏
𝛽
𝑗 } = 𝛿𝛼𝛽𝛿𝑖𝑗.

Appendix 4.3 (Prokofev and Zabrodin [2021c]) contains further generalization to

the elliptic level.

𝜏 =
𝑁∏︁
𝑖=1

𝜎(𝑥− 𝑥𝑖(𝑡)) (4.17)

with

𝑊1,𝛼𝛽 = 𝑆𝛼𝛽 −
∑︁
𝑖

𝑎𝛼𝑖 (𝑡)𝑏
𝛽
𝑖 (𝑡)𝜁(𝑥− 𝑥𝑖(𝑡)) (4.18)

is solution of matrix KP if dynamics of poles and spins in 𝑡𝑚 is governed by

𝐻𝑚 = res
𝑧=∞

(𝑧𝑚𝜆(𝑧)) (4.19)

where 𝜆(𝑧) =
∑︀
𝛼

𝜆𝛼(𝑧) and each 𝜆𝛼(𝑧) is different solution of

det(𝐿(𝜆𝛼)− (𝑧 + 𝜁(𝜆𝛼))𝐼) = 0 (4.20)

with elliptic Lax matrix

𝐿𝑗𝑘 = −𝑝𝑗𝛿𝑗𝑘 − (1− 𝛿𝑗𝑘)Φ(𝑥𝑗 − 𝑥𝑘, 𝜆)
∑︁
𝜈

𝑏𝑗𝜈𝑎
𝑘
𝜈 . (4.21)

It appears, that equation (4.20) has 𝑛 different solutions near 𝑧 = ∞ and each

𝜆𝛼(𝑧) is generating functions of 𝐻𝑛𝛼-Hamiltonians corresponding 𝑡𝑛𝛼 flow. So we

obtained not only correspondence between Matrix KP and spin Calogero-Moser, but

between multi-component KP and spin Calogero-Moser.

Rational and trigonometric limits are also found and they match with results

from previous papers.
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Appendix A

V.Prokofev, A Zabrodin "Toda lattice hierarchy and trigonometric Rui-

jsenaars–Schneider hierarchy"

Journal of Physics A: Mathematical and Theoretical, 2019.

Contribution: I conducted all calculations independently. I suggested to use

functions 𝜑(𝑥) and 𝜑(𝑥) for which linear problems (4.9), (4.10) are the same as

for Baker-Akhiezer functions of mKP part of hierarchy up to variable changing.

Using formula for inverse Cauchy matrix (4.21) I found an explicit formulas for

Hamiltonians corresponding to dynamics in negative times.

CopyRight: According to the Copyright Agreement, the author of the article

can use the full journal version of the article in his thesis, provided that the source

is indicated.
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Abstract
We consider solutions of the 2D Toda lattice hierarchy, which are trigonometric 
functions of the ‘zeroth’ time t0  =  x. It is known that their poles move as 
particles of the trigonometric Ruijsenaars–Schneider model. We extend 
this correspondence to the level of hierarchies: the dynamics of poles with 
respect to the mth hierarchical time tm (respectively, t̄m) of the 2D Toda lattice 
hierarchy is shown to be governed by the Hamiltonian which is proportional to 
the mth Hamiltonian tr Lm (respectively, tr L−m) of the Ruijsenaars–Schneider 
model, where L is the Lax matrix.

Keywords: Toda lattice hierarchy, Ruijsenaars–Schneider system, dynamics 
of poles

1.  Introduction

The 2D Toda lattice (2DTL) hierarchy is an infinite set of compatible nonlinear differential-
difference equations  involving infinitely many time variables t = {t1, t2, t3, . . .} (‘positive’ 
times), t̄ = {̄t1, t̄2, t̄3, . . .} (‘negative’ times) in which the equations are differential and the 
‘zeroth’ time t0  =  x in which the equations are difference. When the negative times are frozen, 
the equations involving x and t variables form the modified Kadomtsev–Petviashvili (mKP) 
hierarchy which is a subhierarchy of the 2DTL one. Among all solutions to these equations, 
of special interest are solutions which have a finite number of poles in the variable x in a fun-
damental domain of the complex plane. In particular, one can consider solutions which are 
trigonometric or hyperbolic functions of x with poles depending on the times.

The investigation of dynamics of poles of singular solutions to nonlinear integrable 
equations was initiated in the seminal paper [1], where elliptic and rational solutions to the 
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2

Korteweg-de Vries and Boussinesq equations were studied. It was shown that the poles move 
as particles of the integrable many-body system [2–5] with some restrictions in the phase 
space. As it was proved in [6, 7], this connection becomes most natural for the more general 
Kadomtsev–Petviashvili (KP) equation, in which case there are no restrictions in the phase 
space for the Calogero–Moser dynamics of poles. The method suggested by Krichever [8] for 
elliptic solutions of the KP equation consists in substituting the solution not in the KP equa-
tion itself but in the auxiliary linear problem for it (this implies a suitable pole ansatz for the 
wave fuction). This method allows one to obtain the equations of motion together with their 
Lax representation.

The further progress was achieved in Shiota’s work [9]. Shiota has shown that the cor-
respondence between rational solutions to the KP equation and the Calogero–Moser system 
with rational potential can be extended to the level of hierarchies. The evolution of poles with 
respect to the higher times tk of the KP hierarchy was shown to be governed by the higher 
Hamiltonians Hk = tr Lk of the integrable Calogero–Moser system, where L is the Lax matrix. 
Later this correspondence was generalized to trigonometric solutions of the KP hierarchy (see 
[10, 11]).

Dynamics of poles of elliptic solutions to the 2DTL and mKP hierarchies was studied in 
[12]. It was proved that the poles move as particles of the integrable Ruijsenaars–Schneider 
many-body system [13] which is a relativistic generalization of the Calogero–Moser system. 
The extension to the level of hierarchies for rational solutions to the mKP equation has been 
made in [14] (see also [15]): again, the evolution of poles with respect to the higher times tk of 
the mKP hierarchy is governed by the higher Hamiltonians tr Lk of the Ruijsenaars–Schneider 
system.

In this paper we study the correspondence of the 2DTL hierarchy and the Ruijsenaars–
Schneider hierarchy for trigonometric solutions of the former. Our method consists in a direct 
solution of the auxiliary linear problems for the wave function and its adjoint using a suitable 
pole ansatz. The tau-function of the 2DTL hierarchy for trigonometric solutions has the form

τ(x, t, t̄) = exp
(
−
∑
k�1

ktkt̄k
) N∏

i=1

(
e2γx − e2γxi(t,̄t)

)
,

where γ  is a complex parameter. (The zeros xi of the tau-function are poles of the solution.) 
When γ  is purely imaginary (respectively, real), one deals with trigonometric (respectively, 
hyperbolic) solutions. The limit γ → 0 corresponds to rational solutions. We show that the 
evolution of the xi’s with respect to the time tm is governed by the Hamiltonian

Hm = − sinh(mγη)

mγη
tr Lm,� (1.1)

where the parameter η has the meaning of the inverse velocity of light and

Lij =
γη eηpi

sinh(γ(xi − xj − η))

∏
l �=i

sinh(γ(xi − xl + η))

sinh(γ(xi − xl))
� (1.2)

is the Lax matrix of the trigonometric Ruijsenaars–Schneider system. In particular,

H1 =
∑

i

eηpi
∏
l �=i

sinh(γ(xi − xl + η))

sinh(γ(xi − xl))
� (1.3)

is the standard first Hamiltonian of the Ruijsenaars–Schneider system. In a similar way, the 
evolution of the xi’s with respect to the time t̄m is governed by the Hamiltonian
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3

H̄m = − sinh(mγη)

mγη
tr L−m.� (1.4)

The paper is organized as follows. In section 2 we remind the reader the main facts about 
the 2DTL hierarchy. Section 3 is devoted to solutions which are trigonometric functions of 
x  =  t0. We derive equations of motion for their poles as functions of the time t1. In section 4 we 
consider the dynamics of poles with respect to the higher times and derive the corresponding 
Hamiltonian equations. In section 5 we derive the self-dual form of equations of motion and 
show that it encodes all higher equations of motion in the generating form. In section 6 the 
determinant formula for the tau-function of trigonometric solutions is proved.

2. The 2D Toda latttice hierarchy

Here we very briefly review the 2DTL hierarchy (see [16]). Let us consider the pseudo-dif-
ference operators

L = eη∂x +
∑
k�0

Uk(x)e−kη∂x , L̄ = c(x)e−η∂x +
∑
k�0

Ūk(x)ekη∂x ,� (2.1)

where eη∂x is the shift operator (e±η∂x f (x) = f (x ± η)) and the coefficient functions Uk, Ūk are 
functions of x, t and t̄. They are the Lax operators of the 2DTL hierarchy. The equations of 
the hierarchy are differential-difference equations for the functions Uk, Ūk. They are encoded 
in the Lax equations

∂tmL = [Am,L], ∂tmL̄ = [Am, L̄] Am = (Lm)�0,� (2.2)

∂̄tmL = [Ām,L], ∂̄tmL̄ = [Ām, L̄] Ām = (L̄m)<0,� (2.3)

where 
(∑

Z Ukekη∂x

)
�0

=
∑

k�0 Ukekη∂x , 
(∑

k∈Z Ukekη∂x

)
<0

=
∑

k<0 Ukekη∂x For example, 

A1 = eη∂x + U0(x), Ā1 = c(x)e−η∂x.
An equivalent formulation is through the zero curvature (Zakharov–Shabat) equations

∂tnAm − ∂tmAn + [Am,An] = 0,� (2.4)

∂̄tnAm − ∂tmĀn + [Am, Ān] = 0,� (2.5)

∂̄tnĀm − ∂̄tmĀn + [Ām, Ān] = 0.� (2.6)

In particular, at n  =  1, m  =  2 we obtain from (2.4)




∂t1

(
U0(x) + U0(x − η)

)
= U1(x + η)− U1(x − η)

∂t2 U0(x) = ∂t1

(
U2

0(x) + U1(x + η) + U1(x)
)

.

� (2.7)

Excluding U1 from this system, one gets the mKP equation for v(x) = U0(x):

∂t2

(
v(x + η)− v(x)

)
= ∂2

t1

(
v(x + η) + v(x)

)
+ ∂t1

(
v2(x + η)− v2(x)

)
.

� (2.8)
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From (2.5) at m  =  n  =  1 we have



∂t1 log c(x) = v(x)− v(x − η)

∂̄t1 v(x) = c(x)− c(x + η).

Excluding v(x), we get the second order differential-difference equation for c(x):

∂t1 ∂̄t1 log c(x) = 2c(x)− c(x + η)− c(x − η)

which is one of the forms of the 2D Toda equation. After the change of variables 
c(x) = eϕ(x)−ϕ(x−η) it acquires the most familiar form

∂t1 ∂̄t1ϕ(x) = eϕ(x)−ϕ(x−η) − eϕ(x+η)−ϕ(x).� (2.9)

The zero curvature equations are compatibility conditions for the auxiliary linear problems

∂tmψ = Am(x)ψ, ∂̄tmψ = Ām(x)ψ,� (2.10)

where the wave function ψ depends on a spectral parameter z: ψ = ψ(z; t). The wave function 
has the following expansion in powers of z:

ψ = zx/ηeξ(t,z)
(

1 +
ξ1(x, t, t̄)

z
+

ξ2(x, t, t̄)
z2 + . . .

)
,� (2.11)

where

ξ(t, z) =
∑
k�1

tkzk.� (2.12)

The wave operator is the pseudo-difference operator of the form

W(x) = 1 + ξ1(x)e−η∂x + ξ2(x)e−2η∂x + . . .� (2.13)

with the same coefficient functions ξk as in (2.11), then the wave function can be written as

ψ = W(x)zx/ηeξ(t,z).� (2.14)

The adjoint wave function ψ† is defined by the formula

ψ† = (W†(x − η))−1z−x/ηe−ξ(t,z)� (2.15)

(see, e.g. [17]), where the adjoint difference operator is defined according to the rule 
( f (x) ◦ enη∂x)† = e−nη∂x ◦ f (x). The auxiliary linear problems for the adjoint wave function 
have the form

−∂tmψ
† = A†

m(x − η)ψ†.� (2.16)

In particular, we have:

∂t1ψ(x) = ψ(x + η) + v(x)ψ(x),

−∂t1ψ
†(x) = ψ†(x − η) + v(x − η)ψ†(x),

� (2.17)

∂̄t1ψ(x) = c(x)ψ(x − η).� (2.18)

A common solution to the 2DTL hierarchy is provided by the tau-function τ = τ(x, t, t̄) 
[18, 19]. The hierarchy is encoded in the bilinear relation
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∮

∞
z

x−x′
η −1eξ(t,z)−ξ(t′,z)τ

(
x, t − [z−1], t̄

)
τ
(

x′ + η, t′ + [z−1], t̄′
)

dz

=

∮

0
z

x−x′
η −1eξ(̄t,z−1)−ξ(̄t′,z−1)τ

(
x + η, t, t̄ − [z]

)
τ
(

x′, t′, t̄′ + [z]
)

dz

� (2.19)

valid for all x, x′, t, t′, t̄, t̄′, where

t ± [z] =
{

t1 ± z, t2 ±
1
2

z2, t3 ±
1
3

z3, . . .
}

.� (2.20)

The integration contour in the left hand side is a big circle around infinity separating the 
singularities coming from the exponential factor from those coming from the tau-functions. 
The integration contour in the right hand side is a small circle around zero separating the 
singularities coming from the exponential factor from those coming from the tau-functions. 
In particular, setting x = x′, t̄ = t̄′ , one obtains from (2.19) the bilinear relation for the mKP 
hierarchy

1
2πi

∮

∞
z−1eξ(t,z)−ξ(t′,z)τ

(
x, t − [z−1]

)
τ
(

x + η, t′ + [z−1]
)

dz = τ(x + η, t)τ(x, t′).� (2.21)

Consequences of the bilinear relations (which are in fact equivalent to the whole hierarchy, 
see [20]) are the equations

µτ(x + η, t + [λ−1]− [µ−1], t̄)τ(x, t, t̄)− λτ(x + η, t, t̄)τ(x, t + [λ−1]− [µ−1], t̄)

+(λ− µ)τ(x + η, t + [λ−1], t̄)τ(x, t − [µ−1], t̄) = 0,
� (2.22)

τ(x, t − [λ−1], t̄)τ(x, t, t̄ − [ν])− τ(x, t, t̄)τ(x, t − [λ−1], t̄ − [ν])

= νλ−1τ(x + η, t, t̄ − [ν])τ(x − η, t − [λ−1], t̄).
�

(2.23)

There is also an equation similar to (2.22) with shifts of the negative times. Together with the 
tau-function τ  it is convenient to introduce another tau-function, τ ′, which differs from τ  by 
a simple factor:

τ ′(x, t, t̄) = exp


∑

k�1

ktkt̄k


 τ(x, t, t̄).� (2.24)

The coefficient functions of the Lax operators can be expressed through the tau-function. 
In particular,

U0(x) = v(x) = ∂t1 log
τ(x + η)

τ(x)
, c(x) =

τ(x + η)τ(x − η)

τ 2(x)
.� (2.25)

After this substitution the mKP equation (2.8) becomes

∂t2 log
τ(x + η)

τ(x)
= ∂2

t1 log(τ(x + η)τ(x)) +
(
∂t1 log

τ(x + η)

τ(x)

)2
,� (2.26)

which can be also represented in the bilinear form

τ(x)∂t2τ(x + η)− τ(x + η)∂t2τ(x) = τ(x + η)∂2
t1τ(x)− 2∂t1τ(x + η)∂t1τ(x) + τ(x)∂2

t1τ(x + η).
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The Toda equation (2.9) becomes

∂t1 ∂̄t1 log τ(x) = 1 − τ(x + η)τ(x − η)

τ 2(x)
.� (2.27)

The wave function and its adjoint are expressed through the tau-function according to the 
formulas

ψ = zx/ηeξ(t,z) τ(x, t − [z−1], t̄)
τ(x, t, t̄)

,� (2.28)

ψ† = z−x/ηe−ξ(t,z) τ(x, t + [z−1], t̄)
τ(x, t, t̄)

.� (2.29)

One may also introduce the complimentary wave functions ψ̄, ψ̄† by the formulas

ψ̄ = zx/ηeξ(̄t,z−1) τ(x + η, t, t̄ − [z])
τ(x, t, t̄)

,� (2.30)

ψ̄† = z−x/ηe−ξ(̄t,z−1) τ(x − η, t, t̄ + [z])
τ(x, t, t̄)

.� (2.31)

They satisfy the same auxiliary linear problems as the wave functions ψ, ψ†. It will be more 
convenient for us to work with the renormalized wave functions

φ(x) =
τ(x)

τ(x + η)
ψ̄(x) = zx/ηeξ(̄t,z−1) τ(x + η, t, t̄ − [z])

τ(x + η, t, t̄)
,� (2.32)

φ†(x) =
τ(x)

τ(x − η)
ψ̄†(x) = z−x/ηe−ξ(̄t,z−1) τ(x − η, t, t̄ + [z])

τ(x − η, t, t̄)
.� (2.33)

It is easy to check that they satisfy the linear equations

∂̄t1φ(x) = φ(x − η)− v̄(x)φ(x), −∂̄t1φ
†(x) = φ†(x + η)− v̄(x − η)φ†(x),

� (2.34)

where v̄(x) = ∂̄t1 log
τ(x+η)
τ(x .

Finally, let us point out useful corollaries of the bilinear relation (2.21). Differentiating it 
with respect to tm and putting t = t′  after that, we obtain:

1
2πi

∮

∞
zm−1τ

(
x, t − [z−1]

)
τ
(

x + η, t + [z−1]
)

dz

= ∂tmτ(x + η, t)τ(x, t)− ∂tmτ(x, t)τ(x + η, t)

� (2.35)

or

res
∞

(
zmψ(x)ψ†(x + η)

)
= ∂tm log

τ(x + η)

τ(x)
.� (2.36)

In a similar way, differentiating the bilinear relation (2.19) with respect to t̄m and putting 
x = x′, t = t′ , t̄ = t̄′  after that, we obtain the relation

res
0

(
z−mφ(x)φ†(x + η)

)
= −∂̄tm log

τ(x + η)

τ(x)
.� (2.37)
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Here res
∞

, res
0

 are defined according to the convention res
∞

(z−n) = δn1, res
0
(z−n) = δn1.

3. Trigonometric solutions to the mKP equation

We are going to consider solutions which are trigonometric (i.e. single-periodic) functions of 
the variable x. For trigonometric solutions the tau-function has the form

τ(x, t) =
N∏

i=1

(
e2γx − e2γxi(t)

)
.� (3.1)

(In this section we ignore the dependence on the negative times keeping them fixed to zero.) 
This function has a single period πi/γ  in the complex plane. As in [11], we pass to the expo-
nentiated variables

w = e2γx, wi = e2γxi .� (3.2)

In these variables, the tau-function becomes a polynomial of degree N with roots wi which 

are supposed to be distinct: τ =
∏

i(w − wi). The function v(x) = ∂t1 log
(
τ(x + η)/τ(x)

)
 is

v(x) =
∑

i

(
ẇi

w − wi
− ẇi

qw − wi

)
,� (3.3)

where

q = e2γη� (3.4)

and here and below dot means the t1-derivative.
We begin with the investigation of the t1-dynamics of the poles. The ansatz for the ψ-func-

tion depending on the spectral parameter z suggested by equation (2.28) is

ψ = zx/ηet1z

(
1 +

∑
i

2γci

w − wi

)
,� (3.5)

where we have put tk  =  0 for k � 2. The coefficients ci depend on t and on z. Substituting ψ 
and v into the first auxiliary linear problem in (2.17) −∂t1ψ(x) + ψ(x + η) + v(x)ψ(x) = 0, 
we get:

−z
∑

i

ci

w − wi
−

∑
i

ċi

w − wi
−
∑

i

ẇici

(w − wi)2 +
∑

i

q−1ci

w − q−1wi

+
1

2γ

∑
i

(
ẇi

w − wi
− ẇiq−1

w − q−1wi

)
+
∑

i

(
ẇi

w − wi
− ẇiq−1

w − q−1wi

)∑
k

ck

w − wk
= 0.

The left hand side is a rational function of w vanishing at infinity with simple poles at w  =  wi 
and w = q−1wi (the second order poles cancel identically). We should equate residues at the 
poles to zero. This gives the following system of linear equations for the coefficients ci:
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


zci − q
∑

k

ẇick

wi − qwk
=

1
2γ

ẇi

ċi = ci


∑

k �=i

ẇk

wi − wk
−
∑

k

ẇk

qwi − wk


+

∑
k �=i

ẇick

wi − wk
− q

∑
k

ẇick

wi − qwk
.

�

(3.6)

In a similar way, the adjoint linear problem ∂t1ψ
†(x) + ψ†(x − η) + v(x − η)ψ†(x) = 0 with 

the ansatz for the ψ†-function

ψ† = z−x/ηe−t1z

(
1 +

∑
i

2γc∗i
w − wi

)
� (3.7)

leads to the linear equations for the coefficients c∗i :


zc∗i −
∑

k

ẇic∗k
wk − qwi

= − 1
2γ

ẇi

ċ∗i = c∗i


∑

k �=i

ẇk

wi − wk
+
∑

k

qẇk

wi − qwk


+

∑
k �=i

ẇic∗k
wi − wk

−
∑

k

ẇic∗k
qwi − wk

.

� (3.8)

After the gauge transformation c̃i = ciw
−1/2
i , c̃∗i = c∗i w−1/2

i  the above conditions can be writ-
ten in the matrix form

(
zI − q1/2L

)
c̃ = ẊW1/2e, ∂t1 c̃ = Mc̃,� (3.9)

c̃∗Ẋ−1
(

zI − q−1/2L
)
= −eTW1/2, ∂t1 c̃∗ = −c̃∗M̃,� (3.10)

where ̃c = (c̃1, . . . , c̃N)
T is a column vector, ̃c∗ = (c̃∗1 , . . . , c̃∗N) is a row vector, e = (1, 1, . . . , 1)T , 

I is the identity matrix and the matrices X, W, L, M, M̃ are

X = diag (x1, x2, . . . , xN), W = diag (w1, w2, . . . , wN),� (3.11)

Lij = 2γq1/2 ẋiw
1/2
i w1/2

j

wi − qwj
,� (3.12)

Mij = γδij


∑

k �=i

wi + wk

wi − wk
ẋk −

∑
k

qwi + wk

qwi − wk
ẋk


+ 2γ

ẋiw
1/2
i w1/2

j

wi − wj
(1 − δij)− 2γq

ẋiw
1/2
i w1/2

j

wi − qwj
,

� (3.13)

M̃ji = −γδij


∑

k �=i

wi + wk

wi − wk
ẋk −

∑
k

wi + qwk

wi − qwk
ẋk


+ 2γ

ẋiw
1/2
i w1/2

j

wj − wi
(1 − δij)− 2γ

ẋiw
1/2
i w1/2

j

wj − qwi
.

� (3.14)
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The following commutation relation can be checked directly:

q−1/2WL − q1/2LW = W−1/2ẆEW1/2.� (3.15)

Here E = e ⊗ eT  is the rank 1 matrix with matrix elements Eij  =  1. This commutation relation 
will be important in what follows.

The system of linear equation (3.9) is overdetermined. Taking the t1-derivative of the first 
equation in (3.9) and substituting the second equation, one obtains the compatibility condition 
of the system in the form

(
L̇ + [L, M]

)
c̃ + q−1/2

(
Ẍ + γẊ2 − MẊ

)
W1/2e = 0.� (3.16)

A straightforward calculation shows that

L̇ + [L, M] = RL,

(
Ẍ + γẊ2 − MẊ

)
W1/2e = RẊW1/2e,

where

R = ẌẊ−1 + D+ + D− − 2D0

and the diagonal matrices D±, D0 are

D±
ij = δijγ

∑
k �=i

q±1wi + wk

q±1wi − wk
ẋk, D0

ij = δijγ
∑
k �=i

wi + wk

wi − wk
ẋk.

Therefore, the compatibility condition takes the form Rc̃ = 0 which means that Rii  =  0 for 
all i. This leads to the equations of motion of the trigonometric Ruijsenaars–Schneider model

ẍi = −γ
∑
k �=i

ẋiẋk

(
coth(γ(xik + η)) + coth(γ(xik − η))− 2 coth(γxik)

)

=
∑
k �=i

ẋiẋk
2γ sinh2(γη) cosh(γxik)

sinh(γxik) sinh(γ(xik + η)) sinh(γ(xik − η))
,

�

(3.17)

where xik = xi − xk . The matrix equation  L̇ + [L, M′] = 0 with

Lij =
γẋi

sinh(γ(xij − η))
,� (3.18)

M′
ij = γδij


∑

k �=i

ẋk coth(γxik)−
∑

k

ẋk coth(γ(xik + η))


+ (1 − δij)

γẋi

sinh(γxij)

� (3.19)
provides the Lax representation for them.

Equations (3.17) are Hamiltonian with the Hamiltonian

H1 =
∑

i

eηpi
∏
k �=i

sinh(γ(xik + η))

sinh(γxik)
� (3.20)
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and the canonical Poisson brackets between p i and xi. The velocity is given by

ẋi =
∂H1

∂pi
= ηeηpi

∏
k �=i

sinh(γ(xik + η))

sinh(γxik)
.

The Lax representation implies that the higher conserved quantities are tr Lm. It is proved in 
[21] that they are in involution, i.e. the system is integrable.

Let us consider the transformation of the phase space coordinates ( pi, xi) → (ui, x′i), where 
x′i = xi and

ui = log ẋi = ηpi +
∑
k �=i

log
sinh(γ(xik + η))

sinh(γxik)
+ log η.� (3.21)

Then the derivatives transform as follows:

∂f
∂pi

=
∑

k

∂uk

∂pi

∂f
∂uk

+
∑

k

∂x′k
∂pi

∂f
∂x′k

= η
∂f
∂ui

,� (3.22)

∂f
∂xi

=
∑

k

∂uk

∂xi

∂f
∂uk

+
∑

k

∂x′k
∂xi

∂f
∂x′k

=
∂f
∂x′i

+ γ
∂f
∂ui

∑
l �=i

(coth(γ(xil + η))− coth(γxil))

+ γ
∑
k �=i

∂f
∂uk

(coth(γ(xik + η))− coth(γxik)).

� (3.23)

At this point we finish the discussion of the t1-dynamics of poles and pass to the higher times 
in the next section.

4. The higher Hamiltonian equations

4.1.  Positive times

In order to study the dynamics of poles in the higher positive times t, we use the relation 
(2.36), which, after the substitution of the wave functions for the trigonometric solutions, 
takes the form

1
2πi

∮

∞
zm−1

(
1 +

∑
i

2γci

w − wi

)(
1 +

∑
k

2γc∗k
qw − wk

)
dz =

∑
i

(
∂tm wi

w − wi
− ∂tm wi

qw − wi

)
.

The both sides are rational functions of w with simple poles at w  =  wi and w = q−1wi vanish-
ing at infinity. Identifying the residues at the poles at w  =  wi in the both sides, we obtain:

∂tm xi = −2γ res
∞

(
zmc̃∗i ẇ−1

i c̃i

)
.� (4.1)

From (3.9) and (3.10) we have:

c̃ =
1

2γ
(zI − q1/2L)−1ẆW−1/2e, c̃∗ = − 1

2γ
eTW1/2(zI − q−1/2L)−1ẆW−1.
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Substituting this into (4.1), we get:

∂tm xi =
1

2γ
res
∞

∑
k,k′

[
zmw1/2

k

( 1
zI − q−1/2L

)
ki

w−1
i

( 1
zI − q1/2L

)
ik′

ẇk′w
−1/2
k′

]

=
1

2γ
res
∞

tr
(

zmẆW−1/2EW1/2 1
zI − q−1/2L

EiW−1 1
zI − q1/2L

)
,

where Ei is the diagonal matrix with the matrix elements (Ei)jk = δijδik. Using the commuta-
tion relation (3.15), we have:

∂tm xi =
1

2γ
res
∞

tr
(

zm(q−1/2WL − q1/2LW)
1

zI − q−1/2L
EiW−1 1

zI − q1/2L

)

=
1

2γ
res
∞

tr
(

zm
(

Ei
1

zI − q−1/2L
− Ei

1
zI − q1/2L

))
.

Next, we use the easily proved identity

EiL = ẋi
∂L
∂ẋi

=
∂L
∂ui

= η−1 ∂L
∂pi

(see (3.22)) to continue the chain of equalities:

∂tm xi =
1

2γη
res
∞

tr
(

zm
(
∂L
∂pi

L−1

zI − q−1/2L
− ∂L

∂pi

L−1

zI − q1/2L

))

=
1

2γη
(q−m/2 − qm/2) tr

(
∂L
∂pi

Lm−1
)

= − sinh(mγη)

mγη

∂

∂pi
tr Lm.� (4.2)

In this way we have obtained one half of the Hamiltonian equations for the higher flows

∂tm xi =
∂Hm

∂pi
, Hm = − sinh(mγη)

mγη
tr Lm,� (4.3)

where the Lax matrix L is given by (1.2). In particular, the Hamiltonian H1 coincides with 
(3.20).

The derivation of the second half of the Hamiltonian equations is more involved. The idea 
of the derivation is the same as in [14]. First of all, we note that (4.3) can be written in the form

∂tm xi = −mηκmtr (EiLm), κm =
sinh(mγη)

mγη
.

Differentiating this equality with respect to t1 and using the Lax equation, we get:

∂tm ẋi = −mηκmtr (Ei[M′, Lm]) = −mηκmtr (Lm[Ei, M′]).

Now we apply ∂tm to equation (3.21):

∂tm pi = η−1∂tm log ẋi − η−1
∑

j

∑
l �=i

∂

∂xj
log

sinh(γ(xil + η))

sinh(γxil)
∂tm xj
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= −mκmẋ−1
i tr (Lm[Ei, M′]) + mκm

∑
j

∑
l �=i

∂

∂xj
log

sinh(γ(xil + η))

sinh(γxil)
tr (EjLm)

= −mκm tr
(

A(i)Lm−1
)

,

where the matrix A(i) is

A(i) = ẋ−1
i (LEiM′ − M′EiL)−

∑
j

∑
l �=i

∂

∂xj
log

sinh(γ(xil + η))

sinh(γxil)
EjL.� (4.4)

Note that the diagonal part of the matrix M′ (3.19) does not contribute, so instead of the matrix 
M′ here we can substitute its off-diagonal part

Aij = 2γ(1 − δij)
ẋiw

1/2
i w1/2

j

wi − wj
.

Let us calculate the matrix elements:

(LEiA)jk = γẋiLjk

(
wi + wk

wi − wk
− qwi + wk

qwi − wk

)
(1 − δik),

(AEiL)jk = −γẋiLjk

(
wi + wj

wi − wj
− wi + qwk

wi − qwk

)
(1 − δij),

∑
l

∑
r �=i

∂

∂xl
log

sinh(γ(xir + η))

sinh(γxir)
(ElL)jk

= γδijLjk

∑
r �=i

(
qwi + wr

qwi − wr
− wi + wr

wi − wr

)
− γ(1 − δij)Ljk

(
qwi + wj

qwi − wj
−

wi + wj

wi − wj

)
.

Combining everything together, we obtain the matrix elements of the matrix A(i):

A(i)
jk = γLjk

(
wi + wk

wi − wk
(1 − δik)−

wi + qwk

wi − qwk
(1 − δij) +

qwi + wj

qwi − wj
(δik − δij)

−δij

∑
r �=i

(
qwi + wr

qwi − wr
− wi + wr

wi − wr

)
.

�

(4.5)

Our next goal is to prove that

A(i) = − ∂L
∂xi

− [C(i), L],� (4.6)

where the matrix C(i) is given by

C(i) = γ
∑

l

qwl + wi

qwl − wi
El − γ

∑
l �=i

wl + wi

wl − wi
El.� (4.7)
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From this one concludes that

∂tm pi = −mκm tr
(

A(i)Lm−1
)
= mκm tr

(
∂L
∂xi

Lm−1
)

= κm
∂

∂xi
tr Lm.

This yields the second half of the Hamiltonian equations for the higher flows:

∂tm pi = −∂Hm

∂xi
.� (4.8)

In order to prove the identity (4.6), we calculate matrix elements of the right hand side and 
compare them with (4.5). Indeed, we have:

∂Ljk

∂xi
= γLjk

(
wj + qwk

wj − qwk
(δik − δij) +

wi + qwj

wi − qwj
(1 − δij)−

wi + wj

wi − wj
(1 − δij)

+δij

∑
r �=i

(
qwi + wr

qwi − wr
− wi + wr

wi − wr

)
 ,

[C(i), L]jk = γLjk

(
qwj + wi

qwj − wi
− qwk + wi

qwk − wi
−

wj + wi

wj − wi
(1 − δij) +

wk + wi

wk − wi
(1 − δik)

)
,

and one can check that A(i) + ∂L/∂xi + [C(i), L] = 0.

4.2.  Negative times

In order to investigate the dynamics of zeros of the tau-function in the negative times, we first 
consider the t̄1-evolution. We will work with the complimentary wave functions φ, φ† given 
by (2.32) and (2.33) for which we use the ansatz

φ(x) = zx/ηet̄1z−1

(
1 +

∑
i

2γbi

qw − wi

)
,� (4.9)

φ†(x) = z−x/ηe−̄t1z−1

(
1 +

∑
i

2γb∗
i

q−1w − wi

)
,� (4.10)

where bi, b∗
i  are some unknown coefficients depending on the times and on z but not on x. 

Substituting them into the linear equation (2.34), we can write down the conditions of cancel-
lation of the poles in the way similar to that of section 3. In fact the equations for bi are the 
same as for c∗i  up to changing z to  −z−1, w to qw and ∂t1 to ∂̄t1. The equations for b∗

i  and ci 

are connected in a similar way. Passing to b̃i = w−1/2
i bi, b̃∗

i = w−1/2
i b∗i , we have, after some 

algebra, in the notation of section 3:

b̃T(∂̄t1 X)−1(z−1I + q−1/2L̄) = eTW1/2,� (4.11)

(z−1I + q1/2L̄)b̃∗ = −∂̄t1 X W1/2e,� (4.12)

where b̃
T
= (b̃1, . . . , b̃N), b̃

∗
= (b̃∗

1 , . . . , b̃∗N) and the matrix L̄ reads

L̄ij = 2γq1/2 ∂̄t1 xi w1/2
i w1/2

j

wi − qwj
.� (4.13)
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This matrix satisfies the commutation relation (3.15) with ∂̄t1 W  instead of Ẇ = ∂t1 W :

q−1/2WL̄ − q1/2L̄W = W−1/2∂̄t1 W EW1/2.� (4.14)

Using the relation (2.37), we find, similarly to (4.1):

∂̄tm xi = −2γ res
0

(
z−m−2b̃∗

i (∂̄t1 wi)
−1b̃i

)
.� (4.15)

Substituting here the solutions of linear systems (4.11), (4.12) and using (4.14), one can repeat 
the calculation from section 4.1 with the result

∂̄tm xi = (−1)m sinh(mγη)

γ
tr (EiL̄m).� (4.16)

Our next goal is to derive a relation between the Lax matrices L and L̄. For this, we need 
a relation between the velocities ẋi = ∂t1 xi and ∂̄t1 xi . The latter can be derived from the Toda 
equation (2.27). Substituting the tau-function in the form τ =

∏
i(w − wi), we get

−
∑

i

∂t1 ∂̄t1 wi

w − wi
−

∑
i

∂t1 wi ∂̄t1 wi

(w − wi)2 = 1 −
∏

k

(qw − wk)(q−1w − wk)

(w − wk)2 .

Identifying the second order poles in the both sides, we obtain the relation

∂t1 wi ∂̄t1 wi =

∏
k(qwi − wk)(q−1wi − wk)∏

l �=i(wi − wl)2� (4.17)

or

∂t1 X ∂̄t1 X =
1

4γ2 W−2U+U−,� (4.18)

where the diagonal matrices U± are

(U±)ij = δij

∏
k(wi − q±1wk)∏

l �=i(wi − wl)
.� (4.19)

Next, we need the formula for the inverse of the Cauchy matrix

Cij =
1

wi − qwj
.� (4.20)

We have:

C−1
ij =

1
qwi − wj

∏
k(qwi − wk)(wj − qwk)

qN−1
∏

l �=j(wj − wl)
∏

l′ �=i(wi − wl′)
� (4.21)

or

C−1 = −qU−CTU+.� (4.22)

Now we write L = 2γq1/2∂t1 X W1/2CW1/2 and find, using (4.22) and (4.18):

L−1 =
q−1/2

2γ
W−1/2C−1W−1/2(∂t1 X)−1

= −2γq1/2W−1/2U−CTW−1/2∂̄t1 X W2U−1
−
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= −2γq1/2W−1U−

(
∂̄t1 X W1/2CW1/2

)T
(W−1U−)

−1

= −W−1U− L̄T(W−1U−)
−1.

We see that the matrix −L̄T  is connected with L−1 by a similarity transformation with a diago-
nal matrix. Using the fact that EiL̄ = −η−1∂L̄/∂pi, we can therefore rewrite equation (4.16) 
as

∂̄tm xi = − sinh(mγη)

mγη

∂

∂pi
tr L−m =

∂H̄m

∂pi
� (4.23)

which is one half of the Hamiltonian equations for the negative time flows.
The derivation of the second half is straightforward. We note that

∂̄tm xi = mηκm tr (EiL−m),

where we use the notation of section 4.1. In the complete analogy with the calculation in the 
previous subsection, we have

∂̄tm pi = mκm tr (A(i)L−m−1)

with the same matrix A(i) (4.4). By virtue of (4.6) we obtain:

∂̄tm pi = −mκm tr
( ∂L
∂xi

L−m−1
)
= mκm tr

(∂L−1

∂xi
(L−1)m−1

)
= κm

∂

∂xi
tr L−m,

which are the Hamiltonian equations

∂̄tm pi = −∂H̄m

∂xi
� (4.24)

with H̄m given by (1.4). In particular,

H̄1 =
sinh2(γη)

γ2η2

∑
i

e−ηpi
∏
k �=i

sinh(γ(xik − η))

sinh(γxik)
.� (4.25)

5. The generating form of equations of motion in higher times

In the above analysis we parametrized the wave function by residues at its poles. Another 
possible parametrization is by zeros and poles. It leads to the so-called self-dual form of equa-
tions of motion. In this section we derive these equations and show that they provide a gener-
ating form of equations of motion for the Ruijsenaars–Schneider model in the higher times.

In this section  we keep the negative times t̄ fixed and consider only the depend
ence on t. In accordance with (2.28) we have ψ(µ, x, t) = µx/ηeξ(t,µ)τ̂(x, t)/τ(x, t) (here 
τ̂(x, t) = τ(x, t − [µ−1])), then the auxiliary linear problem (2.17) acquires the form

∂t1 log
τ̂(x)

τ(x + η)
= µ

τ̂(x + η)τ(x)
τ(x + η)τ̂(x)

− µ.� (5.1)
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For trigonometric solutions τ  is of the form (3.1) and for τ̂  we write

τ̂ =
∏

i

(
e2γx − e2γyi

)
=

∏
i

(w − vi), vi = e2γyi ,� (5.2)

parametrizing it by its zeros y i. Substituting this into (5.1), we have:

∑
i

ẇi

qw − wi
−
∑

i

v̇i

w − vi
= µ

∏
k

(w − wk)(qw − vk)

(w − vk)(qw − wk)
− µ.

Identifying residues at the simple poles at w = q−1wi and w = vi, we get the system of 
equations





2γẋi = µ(1 − q)
∏
j�=i

wi − qwj

wi − wj

∏
k

wi − vk

wi − qvk

2γẏi = µ(1 − q)
∏
j�=i

qvi − vj

vi − vj

∏
k

vi − wk

qvi − wk

� (5.3)

or



γẋi = −µ sinh(γη)
∏
j�=i

sinh(γ(xi − xj − η))

sinh(γ(xi − xj))

∏
k

sinh(γ(xi − yk))

sinh(γ(xi − yk − η))

γẏi = −µ sinh(γη)
∏
j �=i

sinh(γ(yi − yj + η))

sinh(γ(yi − yj))

∏
k

sinh(γ(yi − xk))

sinh(γ(yi − xk + η))
.

� (5.4)
This is the Ruijsenaars–Schneider analog of the Bäcklund transformation for the Calogero–
Moser system [22, 23]. These equations appeared in [24] in the context of the integrable time 
discretization of the Ruijsenaars–Schneider model (see also [25, 26]). One can show that the 
equations of motion of the Ruijsenaars–Schneider model for xi’s follow from (5.4) and y i’s 
obey the same equations (for the proof see [25]).

At the same time these equations contain all the higher equations of motion in an encoded 
form. To see this, we introduce the differential operator

D(µ) =
∑
k�1

µ−k

k
∂tk ,� (5.5)

then τ̂ = e−D(µ)τ  and yi = e−D(µ)xi. Performing an overall time shift in the second equa-
tion in (5.4), we can rewrite them in the form




γẋi = −µ sinh(γη)
∏
j�=i

sinh(γ(xi − xj − η))

sinh(γ(xi − xj))

∏
k

sinh(γ(xi − e−D(µ)xk))

sinh(γ(xi − e−D(µ)xk − η))

γẋi = −µ sinh(γη)
∏
j�=i

sinh(γ(xi − xj + η))

sinh(γ(xi − xj))

∏
k

sinh(γ(xi − eD(µ)xk))

sinh(γ(xi − eD(µ)xk + η))
.

� (5.6)
Dividing one equation by the other, we obtain the equations

N∏
k=1

sinh(γ(xi − eD(µ)xk))

sinh(γ(xi − eD(µ)xk + η))

sinh(γ(xi − xk + η))

sinh(γ(xi − xk − η))

sinh(γ(xi − e−D(µ)xk − η))

sinh(γ(xi − e−D(µ)xk))
= −1

� (5.7)
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which are, on one hand, equations of motion for the Ruijsenaars-Schheider system in dis-
crete time (see [27]) and, on the other, provide the generating form of the higher equations of 
motion in continuous hierarchical times. Indeed, expanding (5.7) in (inverse) powers of µ, one 
gets the set of the higher equations of motion. In particular, equations (3.17) are obtained by 
expansion of (5.7) up to µ−1.

6. The tau-function for trigonometric solutions

In this section we prove the determinant formula for the tau-function of trigonometric solutions

τ ′(x, t, t̄) = det
N×N


wI − exp

(∑
k�1

(q−k/2 − qk/2)(tkLk
0 − t̄kL−k

0 )
)

W0


 ,� (6.1)

where L0  =  L(0), W0  =  W(0). We recall that the tau-function τ ′ is connected with τ  by form
ula (2.24).

The matrix exp
(∑

k�1(q
−k/2 − qk/2)(tkLk

0 − t̄kL−k
0 )

)
W0 can be diagonalized with the help 

of a diagonalizing matrix V :

V exp
(∑

k�1

(q−k/2 − qk/2)(tkLk
0 − t̄kL−k

0 )
)

W0V−1 = W.

There is a freedom in the definition of V : it can be multiplied by a diagonal matrix from the 
left. We fix this freedom by the condition

eTW1/2
0 = eTW1/2V .� (6.2)

The matrices W0, L0 satisfy the commutation relation (3.15) which we write here in the form

q−1/2W1/2
0 L0W−1/2

0 − q1/2W−1/2
0 L0W1/2

0 = W−1
0 Ẇ0e ⊗ eT .� (6.3)

Let us prove, following [24], that the matrices W and L = VL0V−1 satisfy the same commuta-
tion relation. We have:

q−1/2W1/2LW−1/2 − q1/2W−1/2LW1/2 = W1/2(q−1/2L − q1/2W−1LW)W−1/2

= W1/2
(

q−1/2VL0V−1 − q1/2VW−1
0 L0W0V−1

)
W−1/2

= W1/2VW−1/2
0

(
q−1/2W1/2

0 L0W−1/2
0 − q1/2W−1/2

0 L0W1/2
0

)
W1/2

0 V−1W−1/2

= W1/2VW−3/2
0 Ẇ0 e ⊗ eTW1/2

0 V−1W−1/2

= W1/2VW−3/2
0 Ẇ0 e ⊗ eT .

(The last equality follows from the condition (6.2).) Denoting W3/2VW−3/2
0 Ẇ0 e = Ẇe, we 

arrive at the desired commutation relation.
We are going to prove that the function (6.1) satisfies the bilinear equations  (2.22) and 

(2.23) of the 2DTL hierarchy. We begin with equation (2.22):
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µ
τ(x + η, t + [λ−1]− [µ−1])

τ(x + η, t)
− λ

τ(x, t + [λ−1]− [µ−1])

τ(x, t)

+(λ− µ)
τ(x + η, t + [λ−1])

τ(x + η, t)
τ(x, t − [µ−1])

τ(x, t)
= 0.

� (6.4)

(Here and below in the proof we put t̄ = 0 and identify τ  and τ ′.) The similarity transfor-
mation with the matrix V  under the determinant in (6.1) allows one to write the following 
formulas:

τ(x, t) = det(wI − W),� (6.5)

τ(x, t + [λ−1]) = det

(
wI − λI − q1/2L

λI − q−1/2L
W
)

=
det

(
w(λI − q−1/2L)− (λI − q1/2L)W

)

det
(
λI − q−1/2L

)

=
det

(
(wI − W)(λI − q−1/2L)− Ẽ

)

det
(
λI − q−1/2L

) = τ(x, t)
(

1 − tr
( 1
λI − q−1/2L

1
wI − W

Ẽ
))

,

where the matrix Ẽ = W−1/2ẆEW1/2 has rank 1 and we have used the commutation relation 
(3.15) and the formula det(I + A) = 1 + tr A valid for any rank 1 matrix A. Similar calcul
ations yield

τ(x, t − [µ−1]) = τ(x, t)
(

1 + tr
( 1

wI − W
1

µI − q1/2L
Ẽ
))

,

τ(x, t + [λ−1]− [µ−1]) = det

(
wI − λI − q1/2L

λI − q−1/2L
µI − q−1/2L
µI − q1/2L

W
)

= det

(
wI − λI − q1/2L

λI − q−1/2L
W

µI − q−1/2L
µI − q1/2L

)

=
det

(
w(λI − q−1/2L)(µI − q1/2L)− (λI − q1/2L)W(µI − q−1/2L)

)

det
(
λI − q−1/2L

)
det

(
µI − q1/2L

)

=
det

(
(µI − q1/2L)(wI − W)(λI − q−1/2L) + (λ− µ)Ẽ

)

det
(
λI − q−1/2L

)
det

(
µI − q1/2L

)

= τ(x, t)
[

1 + (λ− µ) tr
(

1
λI − q−1/2L

1
wI − W

1
µI − q1/2L

Ẽ
)]

.

Substituting everything into the left hand side of (6.4), we obtain:

LHS of (6.4) ∝ q−1µ tr
[

1
λI − q−1/2L

1
wI − q−1W

1
µI − q1/2L

Ẽ
]
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− λ tr
[

1
λI − q−1/2L

1
wI − W

1
µI − q1/2L

Ẽ
]

+tr
[

1
wI − W

1
µI − q1/2L

Ẽ
]
− q−1tr

[
1

λI − q−1/2L
1

wI − q−1W
Ẽ
]

−q−1tr
[

1
wI − W

1
µI − q1/2L

Ẽ
]

tr
[

1
λI − q−1/2L

1
wI − q−1W

Ẽ
]

.

This expression is a rational function of w with simple poles at w  =  wi and w = q−1wi vanish-
ing at ∞. To prove that it actually vanishes identically it is enough to prove that the residues 
at the poles are zero. The residue at the pole at w  =  wi is equal to

−λ
∑

j,k

( 1
λI − q−1/2L

)
ji

( 1
µI − q1/2L

)
ik

w−1/2
k ẇkw1/2

j +
∑

j

( 1
µI − q1/2L

)
ij
w−1/2

j ẇjw
1/2
i

−
∑
j,k,k′

( 1
µI − q1/2L

)
ij
w−1/2

j ẇjw
1/2
i

( 1
λI − q−1/2L

)
kk′

w−1/2
k′ ẇk′w

1/2
k

qwi − wk′
.

Recalling that Lij = q1/2 ẇiw
−1/2
i w1/2

j

wi−qwj
, we can rewrite the last line (the triple sum) in the form

∑
j,k

( 1
µI − q1/2L

)
ij
w−1/2

j ẇjw
1/2
k

( q−1/2L
λI − q−1/2L

)
ki

from which it is seen that the residue is zero. The calculation for the residue at w = q−1wi is 
similar.

The fact that the function (6.1) is a KP tau-function with respect to the times t follows also 
from the result of Kasman and Gekhtman [28]: for any matrices X, Y, Z such that the matrix 
XZ  −  YX has rank 1 the function

τ = det


X exp

(∑
k�1

tkZk
)
+ exp

(∑
k�1

tkYk
)� (6.6)

is a tau-function of the KP hierarchy. In our case X  =  −W0, Z = q−1/2L0, Y = q1/2L0  and the 
condition that XZ  −  YX has rank 1 is equivalent to the commutation relation (3.15).

Let us pass to the proof of equation (2.23) which we write here in the equivalent form

τ ′(x, t + [λ−1], t̄ − [ν])

τ ′(x − η, t, t̄)
− ν

λ

τ ′(x + η, t + [λ−1], t̄ − [ν])

τ ′(x, t, t̄)

−
(

1 − ν

λ

)τ ′(x, t, t̄ − [ν])

τ ′(x − η, t, t̄)
τ ′(x, t + [λ−1])

τ ′(x, t, t̄)
= 0.

� (6.7)

The calculations similar to the ones done above yield:

τ ′(x, t + [λ−1], t̄) = τ ′(x, t, t̄)
(

1 − tr
( 1
λI − q−1/2L

1
wI − W

Ẽ
))

,

τ ′(x, t, t̄ − [ν]) = qNτ ′(x − η, t, t̄)
(

1 + tr
( q

wI − qW
1

νI − q1/2L
Ẽ
))

,
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τ ′(x, t + [λ−1], t̄ − [ν]) = qNτ ′(x − η, t, t̄)

×
(

1 + (λ− ν) tr
(

1
λI − q−1/2L

q
wI − qW

1
νI − q1/2L

Ẽ
))

.

Using the results of the above calculation, it is not difficult to see that the substitution into 
(6.7) gives the identity, so the equation (2.23) is proved.

7.  Conclusion

The main result of this paper is establishing the precise correspondence between trigono-
metric solutions of the 2D Toda lattice hierarchy and the hierarchy of the Hamiltonian equa-
tions for the integrable Ruijsenaars–Schneider model with higher Hamiltonians. The zeros of 
the tau-function move as particles of the Ruijsenaars–Schneider model. We have shown that 
the mth time flow tm of the 2DTL hierarchy gives rise to the flow with the Hamiltonian Hm 
of the Ruijsenars–Schneider model proportional to tr Lm, where L is the Lax matrix, while 
the time flow t̄m gives rise to the Hamiltonian flow with the Hamiltonian H̄m proportional 
to tr L−m. In some sense this correspondence is simpler and more natural then a similar cor-
respondence between the KP hierarchy and trigonometric Calogero–Moser hierarchy [11], 
which in principle can be obtained from our results in the limit η → 0.
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and Spin Generalization of Trigonometric

Calogero Moser Hierarchy
V. V. Prokofev a,b and A. V. Zabrodin c
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Abstract—We consider solutions of the matrix Kadomtsev–Petviashvili (KP) hierarchy that
are trigonometric functions of the first hierarchical time t1 = x and establish the correspon-
dence with the spin generalization of the trigonometric Calogero–Moser system at the level of
hierarchies. Namely, the evolution of poles xi and matrix residues at the poles aαi b

β
i of the

solutions with respect to the kth hierarchical time of the matrix KP hierarchy is shown to be
given by the Hamiltonian flow with the Hamiltonian which is a linear combination of the first k
higher Hamiltonians of the spin trigonometric Calogero–Moser system with coordinates xi and
with spin degrees of freedom aαi and bβi . By considering the evolution of poles according to the
discrete time matrix KP hierarchy, we also introduce the integrable discrete time version of the
trigonometric spin Calogero–Moser system.

DOI: 10.1134/S0081543820030177

1. INTRODUCTION

The matrix generalization of the Kadomtsev–Petviashvili (KP) hierarchy is an infinite set of
compatible nonlinear differential equations with infinitely many independent (time) variables t =
{t1, t2, t3, . . .} and matrix dependent variables. It is a subhierarchy of the multicomponent KP
hierarchy [5, 10, 23, 24]. Among all solutions to these equations, of special interest are solutions
which have a finite number of poles in the variable x = t1 in a fundamental domain of the complex
plane. In particular, one can consider solutions which are trigonometric or hyperbolic functions of x
with poles depending on the times t2, t3, . . . .

The dynamics of poles of singular solutions to nonlinear integrable equations is a well-known
subject in mathematical physics [1, 4, 11, 12]. It has been shown that the poles of solutions to the
KP equation as functions of the time t2 move as particles of the integrable Calogero–Moser many-
body system [2, 3, 15, 18]. Rational, trigonometric, and elliptic solutions correspond to rational,
trigonometric, and elliptic Calogero–Moser systems, respectively.

The further progress was achieved in [21], where it was shown that the correspondence between
rational solutions to the KP equation and the Calogero–Moser system with rational potential can
be extended to the level of hierarchies. Namely, the evolution of poles with respect to the higher
time tm of the KP hierarchy was shown to be given by the higher Hamiltonian flow of the integrable
Calogero–Moser system with the Hamiltonian Hm = trLm, where L is the Lax matrix. Later this
correspondence was generalized to trigonometric solutions of the KP hierarchy (see [9, 26]). It was
shown that the dynamics of poles with respect to the higher time tm is given by the Hamiltonian
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flow with the Hamiltonian

Hm =
1

2(m+ 1)γ
tr

(
(L+ γI)m+1 − (L− γI)m+1

)
, (1.1)

where I is the identity matrix and γ is a parameter such that πi/γ is the period of the trigonometric
or hyperbolic functions. Clearly, the Hamiltonian Hm is a linear combination of the Hamiltonians
Hk = trLk.

In the present paper we generalize this result to trigonometric solutions of the matrix KP
hierarchy. The singular (in general, elliptic) solutions to the matrix KP equation were investigated
in [13]. It was shown that the evolution of data of such solutions (positions of poles and some
internal degrees of freedom) with respect to the time t2 is isomorphic to the dynamics of a spin
generalization of the Calogero–Moser system (the Gibbons–Hermsen system [8]). It is a system
of N particles with coordinates xi and with internal degrees of freedom given by N -dimensional
column vectors ai and bi which interact pairwise with each other. The Hamiltonian is

H =

N∑

i=1

p2i − γ2
∑

i�=k

(bT
i ak)(b

T
k ai)

sinh2(γ(xi − xk))
(1.2)

(here bT
i is the transposed row vector) with the nonvanishing Poisson brackets {xi, pk} = δik and

{aαi , b
β
k} = δαβδik. The model is known to be integrable, with the higher Hamiltonians (integrals of

motion in involution) Hk = trLk, where L is the Lax matrix of the model given by

Ljk = −pjδjk − (1− δjk)
γbT

j ak

sinh(γ(xj − xk))
. (1.3)

Our main result in this paper is that the dynamics of the poles xi and vectors ai and bi (which
parametrize the matrix residues at the poles) with respect to the higher time tm is given by the
Hamiltonian flow with the Hamiltonian (1.1) and the Lax matrix (1.3). The corresponding result
for rational solutions (γ = 0) was established in [19].

We use the method suggested by Krichever [12] for elliptic solutions of the KP equation. It
consists in substituting the solution not in the KP equation itself but in an auxiliary linear problem
for it (this implies a suitable pole ansatz for the wave function). This method allows one to obtain
the equations of motion together with the Lax representation for them.

Another result of this paper is the time discretization of the trigonometric spin Calogero–Moser
(Gibbons–Hermsen) model. (The time discretization of the rational spin Calogero–Moser system
within the same approach was suggested in [25].) Because of the precise correspondence between
the trigonometric solutions of the matrix KP hierarchy and the trigonometric spin Calogero–Moser
hierarchy, the integrable time discretization of the Calogero–Moser system and its spin generaliza-
tion can be obtained from the dynamics of poles of trigonometric solutions to semi-discrete soliton
equations. (“Semi-discrete” means that the time becomes discrete while the space variable x, with
respect to which one considers pole solutions, remains continuous.) At the same time, it is known
that integrable discretizations of soliton equations can be regarded as belonging to the same hierar-
chy as their continuous counterparts. Namely, the discrete time step is equivalent to a special shift of
infinitely many continuous hierarchical times. This fact underlies the method of generating discrete
soliton equations developed in [6, 7]. For integrable time discretization of many-body systems,
see [14, 16, 17, 20, 22]. In this paper, we derive equations of motion in discrete time p for the spin
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generalization of the trigonometric Calogero–Moser model:

∑

j

coth
(
γ(xi(p)− xj(p+ 1))

)
(bT

i (p)aj(p+ 1))(bT
j (p+ 1)ai(p))

+
∑

j

coth
(
γ(xi(p)− xj(p− 1))

)
(bT

i (p)aj(p− 1))(bT
j (p− 1)ai(p))

= 2
∑

j �=i

coth
(
γ(xi(p)− xj(p))

)
(bT

i (p)aj(p))(b
T
j (p)ai(p)), (1.4)

where ai(p) and bi(p) are spin variables. In the limit γ → 0 the result of [25] is reproduced.

2. MATRIX KADOMTSEV–PETVIASHVILI HIERARCHY

Here we briefly review the main facts about the multicomponent and matrix KP hierarchies
following [23, 24]. We start from the more general multicomponent KP hierarchy. The independent
variables are N infinite sets of continuous “times”

t = {t1, t2, . . . , tN}, tα = {tα,1, tα,2, tα,3, . . .}, α = 1, . . . , N,

and N discrete integer variables s = {s1, s2, . . . , sN} (“charges”) constrained by the condition∑N
α=1 sα = 0. In what follows, we will mostly put sα = 0 since we are interested in the dynamics

in the continuous times.
In the bilinear formalism, the dependent variable is the tau function τ(s; t). We also introduce

the tau functions
ταβ(t) = τ(eα − eβ; t), (2.1)

where eα is the vector whose αth component is 1 and all the other entries are zero. The N -component
KP hierarchy is the infinite set of bilinear equations for the tau functions which are encoded in the
basic bilinear relation

N∑

ν=1

εαν εβν

∮

C∞

dz zδαν+δβν−2eξ(tν−t′ν , z)ταν(t− [z−1]ν)τνβ(t
′ + [z−1]ν) = 0, (2.2)

which is valid for any t and t′. Here εαβ is a sign factor: εαβ = 1 if α ≤ β, and εαβ = −1 if α > β.
In (2.2) we use the following standard notation:

ξ(tγ , z) =
∑

k≥1

tγ,kz
k, (t± [z−1]γ)αk = tα,k ± δαγ

z−k

k
.

The integration contour C∞ is a large circle around ∞. Hereafter, we omit the variables s in the
notation for the tau functions.

An important role in the theory of integrable hierarchies is played by the wave function. In
the multicomponent KP hierarchy, the wave function Ψ(t; z) and its adjoint Ψ†(t; z) are N × N
matrices with the components

Ψαβ(t; z) = εαβ
ταβ(t− [z−1]β)

τ(t)
zδαβ−1eξ(tβ ,z),

Ψ†
αβ(t; z) = εβα

ταβ(t+ [z−1]α)

τ(t)
zδαβ−1e−ξ(tα,z)

(2.3)
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(here and below † does not mean the Hermitian conjugation). The complex variable z is called the
spectral parameter. Around z = ∞, the wave function Ψ can be represented in the form of the
series

Ψαβ(t; z) =

(

δαβ +
∑

k≥1

w
(k)
αβ (t)

zk

)

eξ(tβ ,z), (2.4)

where w(k)(t) are some matrix functions. In terms of the wave functions, the bilinear relation (2.2)
can be written as ∮

C∞

dzΨ(t; z)Ψ†(t′; z) = 0. (2.5)

Another (equivalent) approach to the multicomponent KP hierarchy is based on matrix pseudo-
differential operators. The hierarchy can be understood as an infinite set of evolution equations
in the times t for matrix functions of a variable x. For example, the coefficients w(k) of the wave
function can be taken as such matrix functions, the evolution being w(k)(x) → w(k)(x, t). In what
follows we denote τ(x, t) and w(k)(x, t) simply by τ(t) and w(k)(t), suppressing the dependence
on x. Let us introduce the matrix pseudodifferential “wave operator” W with matrix elements

Wαβ = δαβ +
∑

k≥1

w
(k)
αβ (t)∂

−k
x , (2.6)

where w
(k)
αβ (t) are the same matrix functions as in (2.4). The wave function is a result of the action

of the wave operator on the exponential function:

Ψ(t; z) = W exp

(

xzI +
N∑

α=1

Eαξ(tα, z)

)

, (2.7)

where Eα is the N ×N matrix with the components (Eα)βγ = δαβδαγ . The adjoint wave function
can be written as

Ψ†(t; z) = exp

(

−xzI −
N∑

α=1

Eαξ(tα, z)

)

W−1. (2.8)

Here the operators ∂x involved in W−1 act to the left (the left action is defined as f∂x ≡ −∂xf).
It is proved in [24] that the wave function and its adjoint satisfy the linear equations

∂tα,mΨ(t; z) = BαmΨ(t; z), −∂tα,mΨ
†(t; z) = Ψ†(t; z)Bαm, (2.9)

where Bαm is the differential operator Bαm = (WEα∂
m
x W−1)+. The notation ( ·)+ means the

differential part of a pseudodifferential operator, i.e., the sum of all terms with ∂k
x , where k ≥ 0.

Again, the operator Bαm in the second equation in (2.9) acts to the left. In particular, it follows
from (2.9) at m = 1 that

N∑

α=1

∂tα,1Ψ(t; z) = ∂xΨ(t; z),

N∑

α=1

∂tα,1Ψ
†(t; z) = ∂xΨ

†(t; z), (2.10)

so the vector field ∂x can be identified with the vector field
∑

α ∂tα,1 .
The matrix KP hierarchy is a subhierarchy of the multicomponent KP one which is obtained

by a restriction of the time variables in the following manner: tα,m = tm for all α and m. The
corresponding vector fields are related as ∂tm =

∑N
α=1 ∂tα,m . The wave function for the matrix KP

hierarchy has the expansion

Ψαβ(t; z) =
(
δαβ + w

(1)
αβ (t)z

−1 +O(z−2)
)
exz+ξ(t,z), (2.11)
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where ξ(t, z) =
∑

k≥1 tkz
k. The coefficient w

(1)
αβ (t) plays an important role in what follows. Equa-

tions (2.9) imply that the wave function of the matrix KP hierarchy and its adjoint satisfy the linear
equations

∂tmΨ(t; z) = BmΨ(t; z), −∂tmΨ
†(t; z) = Ψ†(t; z)Bm, m ≥ 1, (2.12)

where Bm is the differential operator Bm = (W∂m
x W−1)+. At m = 1 we have ∂t1Ψ = ∂xΨ, so we

can identify ∂x and ∂t1 =
∑N

α=1 ∂tα,1 and the evolution in t1 is simply a shift of the variable x:
w(k)(x, t1, t2, . . .) = w(k)(x+ t1, t2, . . .). At m = 2 equations (2.12) turn into the linear problems

∂t2Ψ = ∂2
xΨ+ V (t)Ψ, −∂t2Ψ

† = ∂2
xΨ

† +Ψ†V (t), (2.13)

which have the form of the matrix nonstationary Schrödinger equations with

V (t) = −2∂xw
(1)(t). (2.14)

Let us derive a useful corollary of the bilinear relation (2.2). Differentiating it with respect to tm
and putting t′ = t after this, we obtain

1

2πi

N∑

ν=1

∮

C∞

dz zmΨαν(t; z)Ψ
†
νβ(t; z) = −∂tmw

(1)
αβ (t), (2.15)

or, equivalently,

res
∞

(
zmΨανΨ

†
νβ

)
= −∂tmw

(1)
αβ . (2.16)

Here and below the summation from 1 to N over repeated Greek indices is implied. The residue at
infinity is defined according to res∞(z−n) = δn1.

To conclude this section, let us make some remarks on the discrete time version of the matrix
KP hierarchy. The discrete time evolution is defined as a special shift of the infinite number of
continuous time variables according to the rule [6, 7]

τp = τ

(

t− p
N∑

α=1

[μ−1]α

)

, Ψp = Ψ

(

t− p
N∑

α=1

[μ−1]α; z

)

.

Here p is the discrete time variable and μ is a continuous parameter. Every μ corresponds to its
own discrete time flow. The limit μ → ∞ is the continuous limit. One can show, using explicit
expressions for the wave functions in terms of the tau function and some corollaries of the bilinear
relation (see [25]), that the corresponding linear problems have the form

μΨp
αβ − μΨp+1

αβ = ∂xΨ
p
αβ +

(
w(1)
αν (p+ 1)− w(1)

αν (p)
)
Ψp

νβ, (2.17)

μΨ†p
αβ − μΨ† p−1

αβ = −∂xΨ
†p
αβ +Ψ†p

αν

(
w

(1)
νβ (p)− w

(1)
νβ (p− 1)

)
. (2.18)

3. TRIGONOMETRIC SOLUTIONS OF THE MATRIX
KADOMTSEV–PETVIASHVILI HIERARCHY: DYNAMICS OF POLES IN t2

Our aim is to study solutions to the matrix KP hierarchy which are trigonometric functions of
the variable x (and, therefore, t1). For the trigonometric solutions, the tau function has the form

τ = C
N∏

i=1

(
e2γx − e2γxi

)
, (3.1)
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where γ is a parameter. The period of the function is πi/γ. Real (respectively, imaginary) γ
correspond to hyperbolic (respectively, trigonometric) functions. In the limit γ → 0 one obtains
rational solutions. The N roots xi (assumed to be distinct) depend on the times t. It is convenient
to pass to the exponentiated variables

w = e2γx, wi = e2γxi ; (3.2)

then the tau function becomes a polynomial with the roots wi: τ = C
∏

i(w − wi). Clearly, we have
∂x = 2γw∂w and ∂2

x = 4γ2(w2∂2
w +w∂w).

It is clear from (2.3) that the wave functions Ψ and Ψ† (and thus the coefficient w(1)), as
functions of x, have simple poles at x = xi. It is shown in [19] that the residues at these poles
are matrices of rank 1. We parametrize them through the column vectors ai = (a1i , a

2
i , . . . , a

N
i )T,

bi = (b1i , b
2
i , . . . , b

N
i )T, and ci = (c1i , c

2
i , . . . , c

N
i )T (T means transposition) and the row vector

c∗i = (c∗1i , c∗2i , . . . , c∗Ni ):

Ψαβ = exz+ξ(t,z)

(

Cαβ +
∑

i

2γw
1/2
i aαi c

β
i

w − wi

)

, (3.3)

Ψ†
αβ = e−xz−ξ(t,z)

(

C−1
αβ +

∑

i

2γw
1/2
i c∗αi bβi

w − wi

)

, (3.4)

where the matrix Cαβ does not depend on x. Note that the constant term in the adjoint wave
function is the inverse matrix C−1

αβ . This follows from (2.8). For the matrices w(1) and V = −2∂xw
(1)

we have

w
(1)
αβ = Sαβ −

∑

i

2γwia
α
i b

β
i

w − wi
, Vαβ = −8γ2

∑

i

wwia
α
i b

β
i

(w − wi)2
, (3.5)

where the matrix Sαβ does not depend on x. Letting w → ∞ in (2.16), one concludes that
∂tmSαβ = 0 for all m ≥ 1, so the matrix Sαβ does not depend on any times. The components of
the vectors ai and bi are going to be spin variables of the Gibbons–Hermsen model.

We first consider the dynamics of poles with respect to the time t2. The procedure is similar to
that in the rational case [19]. Following Krichever’s approach, we consider the linear problems (2.13),

∂t2Ψαβ = ∂2
xΨαβ − 8γ2

N∑

i=1

wwia
α
i b

ν
i

(w − wi)2
Ψνβ, −∂t2Ψ

†
αβ = ∂2

xΨ
†
αβ − 8γ2Ψ†

αν

N∑

i=1

wwia
ν
i b

β
i

(w − wi)2
,

and substitute here the pole ansatz (3.3), (3.4) for the wave functions. Consider first the equation
for Ψ. First of all, comparing the behavior of both sides as w → ∞, we conclude that ∂t2Cαβ = 0,
so Cαβ does not depend on t2 (in a similar way, from the higher linear problems one can see that
Cαβ does not depend on any times tm). After the substitution, we see that the expression has poles
at w = wi up to the third order. Equating the coefficients of the poles of different orders at w = wi,
we get the following conditions:

• at (w − wi)
−3,

bνi a
ν
i = 1;

• at (w − wi)
−2,

− 1

2
ẋic

β
i − 2γ

∑

k �=i

w
1/2
i w

1/2
k bνi a

ν
kc

β
k

wi − wk
− (z − γ)cβi = w

1/2
i b̃βi ;
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• at (w − wi)
−1,

∂t2
(
w

1/2
i aαi c

β
i

)
= 2γw

1/2
i ẋia

α
i c

β
i + 8γ2

∑

k �=i

w2
iw

1/2
k aαi b

ν
i a

ν
kc

β
k

(wi − wk)2
− 8γ2

∑

k �=i

w
3/2
i wka

α
k b

ν
ka

ν
i c

β
i

(wi − wk)2
,

where b̃βi = bνiCνβ and ẋi = ∂t2xi.
Similar calculations for the linear problem for Ψ† lead to the following conditions:
• at (w − wi)

−3,
bνi a

ν
i = 1;

• at (w − wi)
−2,

− 1

2
ẋic

∗α
i − 2γ

∑

k �=i

w
1/2
i w

1/2
k c∗αk bνka

ν
i

wk −wi
− (z + γ)c∗αi = −w

1/2
i ãαi ;

• at (w − wi)
−1,

∂t2
(
w

1/2
i c∗αi bβi

)
= −2γw

1/2
i ẋic

∗α
i bβi + 8γ2

∑

k �=i

w2
iw

1/2
k c∗αk aνi b

ν
kb

β
i

(wi − wk)2
− 8γ2

∑

k �=i

w
3/2
i wkc

∗α
i aνkb

ν
i b

β
k

(wi − wk)2
,

where ãαi = C−1
αν a

ν
i .

The conditions coming from the third-order poles are constraints on the vectors ai and bi. The
other conditions can be written in the matrix form

{
(zI − (L+ γI))cβ = −W 1/2b̃β,

ċβ = Mcβ,
(3.6)

{
c∗α(zI − (L− γI)) = ãαTW 1/2,

ċ∗α = c∗αM̃,
(3.7)

where cβ = (cβ1 , . . . , c
β
N )T, c∗α = (c∗α1 , . . . , c∗αN ), b̃β = (̃bβ1 , . . . , b̃

β
N )T, and ãα = (ãα1 , . . . , ã

α
N ) are

N -dimensional vectors, I is the identity matrix, W = diag(w1, w2, . . . , wN ), and L, M , and M̃ are
N ×N matrices of the form

Lik = − 1

2
ẋiδik − 2γ(1− δik)

w
1/2
i w

1/2
k bνi a

ν
k

wi − wk
, (3.8)

Mik = (γẋi − Λi)δik + 8γ2(1− δik)
w

3/2
i w

1/2
k bνi a

ν
k

(wi − wk)2
, (3.9)

M̃ ik = (γẋi +Λ∗
i )δik − 8γ2(1− δik)

w
1/2
i w

3/2
k bνi a

ν
k

(wi − wk)2
. (3.10)

Here

Λi =
ȧαi
aαi

+ 8γ2
∑

k �=i

wiwka
α
k b

ν
ka

ν
i

aαi (wi − wk)2
, −Λ∗

i =
ḃαi
bαi

− 8γ2
∑

k �=i

wiwkb
ν
i a

ν
kb

α
k

bαi (wi − wk)2
(3.11)

do not depend on the index α. In fact one can see that Λi = Λ∗
i . Indeed, multiplying equations (3.11)

by aαi b
α
i (no summation here!), summing over α, and summing the two equations, we get Λi − Λ∗

i =
∂t2(a

α
i b

α
i ) = 0 by virtue of the constraint aαi b

α
i = 1.
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Differentiating the first equation in (3.6) with respect to t2, we get, after some calculations, the
compatibility condition of equations (3.6):

(L̇+ [L,M ])cβ = 0. (3.12)

Taking into account equations (3.11), which we write here in the form

ȧαi = Λia
α
i − 2γ2

∑

k �=i

aαk b
ν
ka

ν
i

sinh2(γ(xi − xk))
, ḃαi = −Λib

α
i + 2γ2

∑

k �=i

bνi a
ν
kb

α
k

sinh2(γ(xi − xk))
(3.13)

(in this form they are equations of motion for the spin degrees of freedom), one can see that the
off-diagonal entries of the matrix L̇+ [L,M ] are equal to zero. The vanishing of the diagonal entries
yields equations of motion for the poles xi:

ẍi = −8γ3
∑

k �=i

cosh(γ(xi − xk))

sinh3(γ(xi − xk))
bμi a

μ
kb

ν
ka

ν
i . (3.14)

The gauge transformation aαi → aαi qi, b
α
i → bαi q

−1
i with qi = exp

(∫ t2 Λi dt
)

eliminates the terms
with Λi in (3.13), so we can put Λi = 0. This gives the equations of motion

ȧαi = −2γ2
∑

k �=i

aαk b
ν
ka

ν
i

sinh2(γ(xi − xk))
, ḃαi = 2γ2

∑

k �=i

bνi a
ν
kb

α
k

sinh2(γ(xi − xk))
. (3.15)

Together with (3.14) they are equations of motion of the trigonometric Gibbons–Hermsen model.
Their Lax representation is given by the matrix equation L̇ = [M,L]. It states that the time evo-
lution of the Lax matrix is an isospectral transformation. It follows that the quantities Hk = trLk

are integrals of motion. In particular,

H2 =

N∑

i=1

p2i − γ2
∑

i�=k

bμi a
μ
kb

ν
ka

ν
i

sinh2(γ(xi − xk))
= trL2 (3.16)

is the Hamiltonian of the Gibbons–Hermsen model. The equations of motion (3.15) and (3.14) are
equivalent to the Hamiltonian equations

ẋi =
∂H2

∂pi
, ṗi = −∂H2

∂xi
, ȧαi =

∂H2

∂bαi
, ḃαi = −∂H2

∂aαi
. (3.17)

4. DYNAMICS OF POLES IN THE HIGHER TIMES

The main tool for the analysis of the dynamics in the higher times is the relation (2.16), which
after the substitution of (3.3)–(3.5) takes the form

res
∞

[

zm

(

Cαν +
∑

i

2γw
1/2
i aαi c

ν
i

w − wi

)(

C−1
νβ +

∑

k

2γw
1/2
k c∗νk bβk

w − wk

)]

= 2γ
∑

i

∂tm(wia
α
i b

β
i )

w − wi
+ 4γ2

∑

i

∂tmxi w
2
i a

α
i b

β
i

(w − wi)2
. (4.1)

Both sides are rational functions of w with poles at w = wi that vanish at infinity. Identifying the
coefficients in front of the second-order poles, we obtain

∂tmxi = res
∞

(
zmcνi w

−1
i c∗νi

)
. (4.2)

Solving the linear equations (3.6) and (3.7), we get

cνi = −
∑

k

(zI − (L+ γI))−1
ik w

1/2
k b̃νk, c∗νi =

∑

k

ãνkw
1/2
k (zI − (L− γI))−1

ki , (4.3)
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and, therefore, (4.2) reads

∂tmxi = − res
∞

∑

k,k′

(
zmãνk b̃

ν
k′w

1/2
k

(
1

zI − (L− γI)

)

ki

w−1
i

(
1

zI − (L+ γI)

)

ik′
w

1/2
k′

)

= − res
∞

tr

(
zmW 1/2RW 1/2 1

zI − (L− γI)
W−1Ei

1

zI − (L+ γI)

)
,

where Ei is the diagonal matrix with entries (Ei)jk = δijδik and R is the N ×N matrix with

Rik = b̃νi ã
ν
k = bνi a

ν
k. (4.4)

The following commutation relation can be checked directly:

[L,W ] = 2γ
(
W 1/2RW 1/2 −W

)
. (4.5)

Note that Ei = −∂L/∂pi. The rest of the calculation is similar to that in [26]. Using (4.5), we have

∂tmxi =
1

2γ
res
∞

tr

(
zm

(
LW −WL+ 2γW

) 1

zI − (L− γI)
W−1 ∂L

∂pi

1

zI − (L+ γI)

)

=
1

2γ
res
∞

tr

(
zm

(
∂L

∂pi

1

zI − (L+ γI)
− ∂L

∂pi

1

zI − (L− γI)

))

=
1

2γ
tr

(
∂L

∂pi
(L+ γI)m − ∂L

∂pi
(L− γI)m

)

=
1

2(m+ 1)γ

∂

∂pi
tr

(
(L+ γI)m+1 − (L− γI)m+1

)
=

∂Hm

∂pi
,

where Hm is given by (1.1). Note that H2 = H2 + const. We have obtained one part of the
Hamiltonian equations for the higher time flows. In the case γ → 0 (rational solutions) the result
of the paper [19] is reproduced.

In order to obtain another part of the Hamiltonian equations, let us differentiate (4.2) with
respect to t2:

∂tm ẋi = −2γ res
∞

(
zmc∗νi ẋiw

−1
i cνi

)
+ res

∞

(
zm

(
cνiw

−1
i ∂t2c

ν
i + ∂t2c

∗ν
i w−1

i cνi
))

= res
∞

∑

k

(
zm

(
c∗νi w−1

i Bikc
ν
k − c∗νk w−1

k Bkic
ν
i

))
,

where

Bjk = 8γ2(1− δjk)
w

3/2
j w

1/2
k bνj a

ν
k

(wi − wk)2
.

Therefore, using (4.3), we have

∂tmpi =
1

2
∂tm ẋi = − res

∞

[
zm tr

(
W 1/2RW 1/2 1

zI − (L− γI)
G(i) 1

zI − (L+ γI)

)]
,

where the matrix G(i) is given by

G
(i)
jk = 4γ2(δij − δik)

w
1/2
j w

1/2
k bνj a

ν
k

(wi − wk)2
.
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It is straightforward to check the identities

(
WG(i) −G(i)W

)
jk

= −2γLjk(δij − δik), WG(i) +G(i)W = 2
∂L

∂xi
.

A direct calculation which literally repeats the one in [26] shows that

∂tmpi = − 1

2γ
res
∞

[
zm tr

((
LW −WL+ 2γW

) 1

zI − (L− γI)
G(i) 1

zI − (L+ γI)

)]

= − 1

2γ
res
∞

[
zm tr

(
WG(i) 1

zI − (L+ γI)
−G(i)W

1

zI − (L− γI)

)]

= − 1

2γ
res
∞

[
zm tr

(
∂L

∂xi

(
1

zI − (L+ γI)
− 1

zI − (L− γI)

))]

= − 1

2γ
tr

(
∂L

∂xi
(L+ γI)m − ∂L

∂xi
(L− γI)m

)
= −∂Hm

∂xi
.

We have established the remaining part of the Hamiltonian equations for the higher time dynamics
of the xi’s.

5. DYNAMICS OF SPIN VARIABLES IN THE HIGHER TIMES

A comparison of the first-order poles in (4.1) gives the following relation:

∂tm(wia
α
i b

β
i )

= res
∞

[

zm

(

w
1/2
i Cανc

∗ν
i bβi + w

1/2
i aαi c

ν
i C

−1
νβ + 2γ

∑

k �=i

w
1/2
i w

1/2
k

wi − wk

(
aαi b

β
kc

ν
i c

∗ν
k + aαk b

β
i c

ν
kc

∗ν
i

)
)]

.

Using (4.3), we can rewrite it in the form

bβi

[

−∂tma
α
i + res

∞

(

zm

(
∑

k

aαkw
−1/2
i w

1/2
k

(
1

zI − (L− γI)

)

ki

− 2γ
∑

k �=i

∑

l, n

w
−1/2
i w

1/2
k

wi − wk
aαka

ν
l w

1/2
l

(
1

zI − (L− γI)

)

li

(
1

zI − (L+ γI)

)

kn

w1/2
n bνn

))]

− aαi

[

∂tmb
β
i + res

∞

(

zm

(
∑

k

bβkw
−1/2
i w

1/2
k

(
1

zI − (L+ γI)

)

ik

+ 2γ
∑

k �=i

∑

l, n

w
−1/2
i w

1/2
k

wi − wk
bβka

ν
l w

1/2
l

(
1

zI − (L− γI)

)

lk

(
1

zI − (L+ γI)

)

in

w1/2
n bνn

))]

= 2γ∂tmxi a
α
i b

β
i .

Separating the terms with k = i in the sums over k in the first and third lines and taking into
account that

2γ∂tmxi = res
∞

tr

[
zmEi

(
1

zI − (L− γI)
− 1

zI − (L+ γI)

)]

= res
∞

[
zm

(
1

zI − (L− γI)

)

ii

− zm
(

1

zI − (L+ γI)

)

ii

]
,
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we represent this equation as follows:

bβi P
α
i − aαi Q

β
i = 0, (5.1)

where

Pα
i = −∂tma

α
i + res

∞

[

zm

(
∑

k �=i

aαkw
−1/2
i w

1/2
k

(
1

zI − (L− γI)

)

ki

+ tr

(
W 1/2RW 1/2 1

zI − (L− γI)
W−1 ∂L

∂bαi

1

zI − (L+ γI)

))]

,

Qβ
i = ∂tmbβi + res

∞

[

zm

(
∑

k �=i

bβkw
−1/2
i w

1/2
k

(
1

zI − (L+ γI)

)

ik

+ tr

(
W 1/2RW 1/2 1

zI − (L− γI)

∂L

∂aβi
W−1 1

zI − (L+ γI)

))]

.

Here we took into account that

∂Ljk

∂bαi
= −2γδij(1− δjk)

w
1/2
i w

1/2
k aαk

wi − wk
,

∂Ljk

∂aαi
= −2γδik(1− δjk)

w
1/2
j w

1/2
i bαj

wj − wi
.

It then follows from (5.1) that

Pα
i

aαi
=

Qβ
i

bβi
= −Λ

(m)
i (5.2)

does not depend on the indices α and β.
Let us transform the expressions for Pα

i and Qβ
i using the commutation relation (4.5), i.e.,

substituting

W 1/2RW 1/2 =
1

2γ

(
LW −WL+ 2γW

)
.

We have

Pα
i = −∂tma

α
i +

1

2γ
res
∞

[

zm

(

tr

(
∂L

∂bαi

1

zI − (L+ γI)
− ∂L

∂bαi

1

zI − (L− γI)

)

+ 2γ
∑

k �=i

aαkw
−1/2
i w

1/2
k

(
1

zI − (L− γI)

)

ki

+ tr

(
∂L

∂bαi
−W−1 ∂L

∂bαi
W

)
1

zI − (L− γI)

)]

.

However,
(
∂L

∂bαi
−W−1 ∂L

∂bαi
W

)

jk

= −2γδij(1− δjk)w
−1/2
i w

1/2
k aαk ,

and so the second line vanishes. We are left with

Pα
i = −∂tma

α
i +

∂Hm

∂bαi
. (5.3)

A similar calculation for Qα
i yields

Qα
i = ∂tmb

α
i +

∂Hm

∂aαi
. (5.4)
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Therefore, from (5.2) we have the equations of motion

∂tma
α
i =

∂Hm

∂bαi
+ Λ

(m)
i aαi , ∂tmbαi = −∂Hm

∂aαi
− Λ

(m)
i bαi .

The gauge transformation aαi → aαi q
(m)
i , bαi → bαi

(
q
(m)
i

)−1 with q
(m)
i = exp

(∫ tm Λ
(m)
i dt

)
eliminates

the terms with Λ
(m)
i , and so we can put Λ(m)

i = 0. In this way we obtain the Hamiltonian equations
of motion for spin variables in the higher times:

∂tma
α
i =

∂Hm

∂bαi
, ∂tmb

α
i = −∂Hm

∂aαi
, (5.5)

with Hm given by (1.1).

6. TIME DISCRETIZATION OF THE TRIGONOMETRIC
GIBBONS–HERMSEN MODEL

Our strategy is to substitute the pole ansatz for the discrete time wave functions

Ψp
αβ =

(
1− z

μ

)p
exz

(

Cαβ +
∑

i

2γw
1/2
i (p)aαi (p)c

β
i (p)

w − wi(p)

)

, (6.1)

Ψ†p
αβ =

(
1− z

μ

)−p
e−xz

(

C−1
αβ +

∑

i

2γw
1/2
i (p)c∗αi (p)bβi (p)

w −wi(p)

)

, (6.2)

and w
(1)
αβ (see (3.5)) into the linear problems (2.17) and (2.18) and identify the coefficients in front of

the poles (w − wi(p))
−2, (w − wi(p ± 1))−1, and (w − wi(p))

−1. (Note that the constant term Sαβ

in w
(1)
αβ (p) cancels in the combination w

(1)
αβ (p+ 1)− w

(1)
αβ (p) because the shift p → p+ 1 is equivalent

to a shift of times and Sαβ does not depend on the times.) We begin with the linear problem (2.17)
for Ψ. From the cancellation of different poles we have the following conditions:

• at (w − wi(p))
−2,

bνi (p)a
ν
i (p) = 1;

• at (w − wi(p + 1))−1,

(z − μ)cβi (p+ 1) = −w
1/2
i (p)̃bβi (p+ 1)− 2γ

∑

j

w
1/2
i (p)w

1/2
j (p)bνi (p+ 1)aνj (p)c

β
j (p)

wi(p+ 1)− wj(p)
;

• at (w − wi(p))
−1,

(z − μ− 2γ)aαi (p)c
β
i (p) + w

1/2
i (p)aαi (p)̃b

β
i (p)− 2γ

∑

j

wj(p+ 1)aαj (p+ 1)bνj (p + 1)aνi (p)c
β
i (p)

wi(p)− wj(p+ 1)

+ 2γ
∑

j �=i

w
1/2
i (p)w

1/2
j (p)aαi (p)b

ν
i (p)a

ν
j (p)c

β
j (p)

wi(p)− wj(p)
+ 2γ

∑

j �=i

wj(p)a
α
j (p)b

ν
j (p)a

ν
i (p)c

β
i (p)

wi(p)− wj(p)
= 0.

Introduce the matrices

Lij(p) = −δij
ẋi(p)

2
− 2γ(1 − δij)

w
1/2
i (p)w

1/2
j (p)bνi (p)a

ν
j (p)

wi(p)− wj(p)
(6.3)
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(the same Lax matrix as in (3.8)) and

Mij(p) = 2γ
w

1/2
i (p+ 1)w

1/2
j (p)bνi (p+ 1)aνj (p)

wi(p+ 1)− wj(p)
. (6.4)

Then the above conditions can be written as

(z − μ)cβi (p + 1) = −w
1/2
i (p+ 1)̃bβi (p+ 1)−

∑

j

Mij(p)c
β
j (p),

aαi (p)

[
∑

j

(
(z − γ)δij − Lij(p)

)
cβj (p) + w

1/2
i (p)̃bβi (p)

]

︸ ︷︷ ︸
=0

+ cβi (p)

[
∑

j

aαj (p + 1)
(
W 1/2(p+ 1)M(p)W−1/2(p)

)
ji

+
∑

j

aαj (p)
(
W 1/2(p)L(p)W−1/2(p)

)
ji
− (μ+ γ)aαi (p)

]

= 0.

(6.5)

The first line in the second equation vanishes by virtue of (3.6). Therefore, we have the following
equations:

(z − μ)cβ(p + 1) = −W 1/2(p+ 1)b̃β(p+ 1)−M(p)cβ(p), (6.6)

aαT(p+ 1)W 1/2(p + 1)M(p)W−1/2(p) + aαT(p)W 1/2(p)L(p)W−1/2(p) = (μ+ γ)aαT(p). (6.7)

A similar solution of the linear problem (2.18) for Ψ† gives the equations

(z − μ)c∗α(p − 1) = ãαT(p− 1)W 1/2(p − 1)− c∗α(p)M(p− 1), (6.8)

W−1/2(p)M(p− 1)W 1/2(p− 1)bβ(p− 1) +W−1/2(p)L(p)W 1/2(p)bβ(p) = (μ− γ)bβ(p). (6.9)

A simple calculation similar to that in [25] shows that the compatibility condition of equa-
tions (3.6) and (6.6) is the discrete Lax equation

L(p + 1)M(p) = M(p)L(p), (6.10)

which holds true provided equations (6.7) and (6.9) are satisfied.
Equations (6.7) and (6.9) are equations of motion of the discrete time trigonometric Gibbons–

Hermsen model. Let us consider equation (6.7) and represent it in a somewhat more convenient
form. In order to do this, we write it in the form

2γ
∑

k

wi(p)a
α
k (p+ 1)bνk(p+ 1)aνi (p)

wk(p+ 1)− wi(p)
+ 2γ

∑

k �=i

wi(p)a
α
k (p)b

ν
k(p)a

ν
i (p)

wi(p)− wk(p)

+ 2γ
∑

k

aαk (p+ 1)bνk(p + 1)aνi (p)− 2γ
∑

k �=i

aαk (p)b
ν
k(p)a

ν
i (p)− (μ+ γ)aαi (p)−

ẋi(p)

2
aαi (p) = 0

and add it to the original equation, taking into account that
∑

k

aαk (p+ 1)bνk(p+ 1) =
∑

k

aαk (p)b
ν
k(p).
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This follows from the fact that
∑

i a
α
i b

β
i is an integral of motion, i.e., ∂tm

(∑
i a

α
i b

β
i

)
= 0 for all m.

Indeed, we have

∂tm

(
∑

i

aαi b
β
i

)

=
∑

i

(

bβi
∂Hm

∂bαi
− aαi

∂Hm

∂aβi

)

,

and this is zero because Hm is a linear combination of Hk = trLk and

∑

i

(

bβi tr

(
∂L

∂bαi
Lm−1

)
− aαi tr

(
∂L

∂aβi
Lm−1

))

=
∑

i

∑

j,k

(

bβi
∂Ljk

∂bαi
Lm−1
kj − aαi

∂Ljk

∂aβi
Lm−1
kj

)

= 2γ
∑

i

∑

j �=k

(δik − δij)
w

1/2
j w

1/2
k bβj a

α
k

wj − wk
Lm−1
kj = 0.

As a result, we obtain the equation

γ
∑

k

coth
(
γ(xk(p + 1)− xi(p))

)
aαk (p + 1)bνk(p+ 1)aνi (p)

= γ
∑

k �=i

coth
(
γ(xk(p)− xi(p))

)
aαk (p)b

ν
k(p)a

ν
i (p) +

ẋi(p)

2
aαi (p) + μaαi (p). (6.11)

A similar transformation of equation (6.9) leads to the equation

γ
∑

k

coth
(
γ(xi(p)− xk(p− 1))

)
bαk (p − 1)bνi (p)a

ν
k(p − 1)

= γ
∑

k �=i

coth
(
γ(xi(p)− xk(p))

)
bαk (p)b

ν
i (p)a

ν
k(p) +

ẋi(p)

2
bαi (p) + μbαi (p). (6.12)

We multiply the first equation by bαi (p) and sum over α; then we multiply the second equation
by aαi (p), sum over α, and take into account the constraint bνi a

ν
i = 1. Subtracting the resulting

equations, we eliminate ẋi(p) and obtain the equations of motion (1.4):

∑

j

coth
(
γ(xi(p)− xj(p+ 1))

)
bνi (p)a

ν
j (p+ 1)bβj (p+ 1)aβi (p)

+
∑

j

coth
(
γ(xi(p)− xj(p− 1))

)
bνi (p)a

ν
j (p− 1)bβj (p− 1)aβi (p)

= 2
∑

j �=i

coth
(
γ(xi(p)− xj(p))

)
bνi (p)a

ν
j (p)b

β
j (p)a

β
i (p). (6.13)

These equations of motion generalize those for the rational Gibbons–Hermsen model obtained in [25].
They look like the Bethe ansatz equations for the quantum trigonometric Gaudin model “dressed”
by the spin variables. In the continuum limit the equations of motion (3.14) are reproduced.
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Appendix C

V.Prokofev, A Zabrodin "Elliptic solutions to the KP hierarchy and el-

liptic Calogero–Moser model"

Journal of Physics A: Mathematical and Theoretical, 2021.

Contribution: I conducted all calculations independently. I suggested the main

idea of introduction of parameters 𝑘, 𝜆 in Baker-Akhiezer functions, when they are

written as a sum of Lame functions (30), (31) and connected them with 𝑧 through

system (33) by comparing Bloch multipliers. Another step was transition from

second equation of system (33) to equation (38) which was based on the known

fact, that parameters of spectral curve for Calogero-Moser system have zero Poisson

brackets.

The main difficulty of elliptic case was that systems (44), (47) are homogeneous

unlike their analogs in rational and trigonometric cases. Because of that it becomes

impossible to express right hand side of (52) through known variables since it can

be multiplied by any function. My idea was to use equation (38) which allows one

to fix this degree of freedom. It made it possible to determine Hamiltionians for the

higher times.

I also found rational and trigonometric limits and first five Hamiltonians.

CopyRight: According to the Copyright Agreement, the author of the article

can use the full journal version of the article in his thesis, provided that the source

is indicated.
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Abstract
We consider solutions of the Kadomtsev–Petviashvili hierarchy which are ellip-
tic functions of x = t1. It is known that their poles as functions of t2 move
as particles of the elliptic Calogero–Moser model. We extend this correspon-
dence to the level of hierarchies and find the Hamiltonian Hk of the elliptic
Calogero–Moser model which governs the dynamics of poles with respect to
the kth hierarchical time. The Hamiltonians Hk are obtained as coefficients
of the expansion of the spectral curve near the marked point in which the
Baker–Akhiezer function has essential singularity.

Keywords: integrable systems, elliptic Calogero–Moser model, Kadomtsev
–Petviashvili hierarchy

1. Introduction

The investigation of dynamics of poles of singular solutions to nonlinear integrable equations
was initiated in the seminal paper [1], where it was shown that poles of elliptic and rational
solutions to the Korteweg–de Vries and Boussinesq equations move as particles of the inte-
grable many-body Calogero–Moser system [2–5] with some restrictions in the phase space.
As it was proved in [6, 7], this connection becomes most natural for the more general Kadomt-
sev–Petviashvili (KP) equation, in which case there are no restrictions in the phase space for
the Calogero–Moser dynamics of poles.

The KP equation is the first member of an infinite hierarchy of consistent integrable
equations with infinitely many independent variables (times) t = {t1, t2, t3, . . .} (the KP hier-
archy). In [8], Shiota has shown that the correspondence between rational solutions to the

∗Author to whom correspondence should be addressed.
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KP equation and the Calogero–Moser system with rational potential can be extended to the
level of hierarchies: the evolution of poles with respect to the higher times tk of the KP hier-
archy was shown to be governed by the higher Hamiltonians Hk = Tr Lk of the integrable
Calogero–Moser system, where L is the Lax matrix. Later this correspondence was generalized
to trigonometric solutions of the KP hierarchy (see [9, 10]).

A natural generalization of rational and trigonometric solutions are elliptic (double periodic
in the complex plane) solutions. Elliptic solutions to the KP equation

3ut2t2 =
(
4ut3 − 12uux − uxxx

)
x

(1)

(where x = t1) were studied by Krichever in [11], where it was shown that poles xi of the
elliptic solutions

u = −
N∑

i=1

℘(x − xi) + 2c (2)

as functions of t2 move according to the equations of motion

ẍi = 4
∑
k �=i

℘′(xi − xk) (3)

of the Calogero–Moser system of particles with the elliptic interaction potential ℘(xi − x j) (℘
is the Weierstrass ℘-function). Here dot means derivative with respect to the time t2. See also
the review [12]. The Calogero–Moser system is Hamiltonian with the Hamiltonian

H =
∑

i

p2
i − 2

∑
i< j

℘(xi − x j) (4)

and the Poisson brackets {xi, pk} = δik. Note that ẋi = ∂H/∂pi = 2pi. It is known [13] that the
elliptic Calogero–Moser system is integrable, i.e., there are N independent integrals of motion
Hk in involution.

The aim of this paper is to establish the precise correspondence between the flows of the
KP hierarchy parametrized by the times tm and the Hamiltonian flows of the hierarchy of the
elliptic Calogero–Moser systems. In short, the result is as follows. Let the function λ(z) be
determined from the equation of the Calogero–Moser spectral curve in the form

det
N×N

((z + ζ(λ))I − L(λ)) = 0, (5)

where I is the unity matrix, L(λ) is the Lax matrix of the Calogero–Moser system depending
on the spectral parameter λ and ζ(λ) is the Weierstrass ζ-function. We show that the function
λ(z) expanded as z →∞ as

λ(z) = −Nz−1 +
∑
m�1

Hmz−m−1 (6)

is the generating function for the Calogero–Moser Hamiltonians Hm corresponding to the flows
tm of the KP hierarchy. We find first few Hamiltonians explicitly. In the rational and trigono-
metric limit it is possible to find them for any m in terms of traces of the Lax matrix and the
result coincides with what was previously known (see [8, 10]).

2
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2. The KP hierarchy

We begin with a short review of the KP hierarchy (see [14] for more details). The KP hierarchy
is an infinite set of evolution equations in the times t = {t1, t2, t3, . . .} for functions of a variable
x. In the Lax formulation of the hierarchy, the main object is the pseudo-differential operator

L = ∂x +
∑
k�1

uk∂
−k
x , (7)

where the coefficient functions uk are functions of x and t. The equations of the KP hierarchy
are encoded in the Lax equations

∂tmL = [Am,L], Am = (Lm)+, (8)

where (. . .)+ means taking the purely differential part of a pseudo-differential operator. In
particular, we have ∂t1L = ∂xL, i.e., ∂t1uk = ∂xuk for all k � 1. This means that the evolution
in t1 is simply a shift of x: uk(x, t) = uk(x + t1, t2, t3, . . .).

An equivalent formulation of the KP hierarchy is through the zero curvature
(Zakharov–Shabat) equations

∂tnAm − ∂tmAn + [Am,An] = 0. (9)

The simplest nontrivial equation, i.e., (1) is obtained for u = u1 with m = 2, n = 3.
A common solution to the KP hierarchy is provided by the tau-function τ = τ (x, t). The

coefficient functions uk of the Lax operator can be expressed through the tau-function. For
example,

u1(x, t) = u(x, t) = ∂2
x log τ (x, t). (10)

The whole hierarchy is encoded in the bilinear relation [14, 15]∮
∞

e(x−x′ )z+ξ(t,z)−ξ(t′,z)(e−D(z)τ (x, t))(eD(z)τ (x′, t′))dz = 0 (11)

valid for all x, x′, t, t′, where

ξ(t, z) =
∑
k�1

tkzk

and D(z) is the differential operator

D(z) =
∑
k�1

z−k

k
∂tk . (12)

The integration contour is a big circle around infinity separating the singularities coming from
the exponential factor from those coming from the tau-functions.

Let us point out an important corollary of the bilinear relation. Applying the operator
D′(μ) = −

∑
k�1μ

−k−1∂tk to (11) and putting x = x′, t = t′ after that, we obtain

−
∑
k�1

∮
∞
μ−k−1zk(e−D(z)τ )(eD(z)τ )dz +

∮
∞

D′(μ)(e−D(z)τ )(eD(z)τ )dz = 0

3
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or

1
2πi

∮
∞

z
μ(z − μ)

(e−D(z)τ )(eD(z)τ )dz = D′(μ)∂xτ τ − D′(μ)τ∂xτ.

Taking the residues in the left-hand side, we get the equation

(eD(μ)τ )(e−D(μ)τ )
τ 2

= 1 − D′(μ)∂x log τ. (13)

The zero curvature equation (9) are compatibility conditions of the auxiliary linear problems

∂tkψ = Akψ (14)

for the wave function ψ = ψ(x, t, z) depending on the spectral parameter z. In particular, at
k = 2 we have the equation

∂t2ψ = ∂2
xψ + 2uψ. (15)

One can also introduce the adjoint wave function ψ∗ satisfying the adjoint equation (14):

−∂tkψ
∗ = A†

kψ
∗, (16)

where the †-operation is defined as ( f (x) ◦ ∂n
x )† = (−∂x)n ◦ f (x). In [14, 15] it is shown that

the wave functions can be expressed through the tau-function in the following way:

ψ(x, t, z) = exz+ξ(t,z) e−D(z)τ (x, t)
τ (x, t)

, (17)

ψ∗(x, t, z) = e−xz−ξ(t,z) eD(z)τ (x, t)
τ (x, t)

. (18)

Note that in terms of the wave functions the equation (13) can be written in the form

∂tm∂t1 log τ (x, t) = res
∞

(
zmψ(x, t, z)ψ∗(x, t, z)

)
, (19)

where res
∞

is defined as res
∞

(z−n) = δn1.

3. Elliptic solutions

The ansatz for the tau-function of elliptic (double-periodic in the complex plane) solutions to
the KP hierarchy is

τ = eQ(x,t)
N∏

i=1

σ(x − xi(t)), (20)

where

Q(x, t) = c(x + t1)2 + (x + t1)A(t2, t3, . . .) + B(t2, t3, . . .)

with a constant c, a linear function

A(t2, t3, . . .) = A0 +
∑
j�2

a jt j (21)

4
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and some function B(t2, t3, . . .). The coefficients c, aj here are not arbitrary but are deter-
mined by algebro-geometric data of the spectral curve, and, in particular, by the choice of
the local parameter around the marked point of the curve. The function σ in equation (20) is
the Weierstrass σ-function

σ(x) = σ(x|ω,ω′) = x
∏
s�=0

(
1 − x

s

)
e

x
s +

x2

2s2 ,

s = 2ωm + 2ω′m′ with integer m, m′

with quasi-periods 2ω, 2ω′ such that Im(ω′/ω) > 0. It is connected with the Weierstrass
ζ- and ℘-functions by the formulas ζ(x) = σ′(x)/σ(x), ℘(x) = −ζ ′(x) = −∂2

x log σ(x). The
monodromy properties of the function σ(x) are

σ(x + 2ω) = −e2η(x+ω)σ(x), σ(x + 2ω′) = −e2η′(x+ω′)σ(x), (22)

where the constants η = ζ(ω), η′ = ζ(ω′) are related by ηω′ − η′ω = πi/2. The roots xi are
assumed to be all distinct. Correspondingly, the function u = ∂2

x log τ is an elliptic function
with double poles at the points xi:

u = −
N∑

i=1

℘(x − xi) + 2c. (23)

The poles depend on the times t1, t2, t3, . . . . The dependence on t1 is especially simple: since
the solution must depend on x + t1, we have ∂t1 xi = −1.

Let Δ(μ) be the difference operator

Δ(μ) = eD(μ) + e−D(μ) − 2. (24)

Substituting the ansatz (20) into equation (13), we get:

eG+(x+t1)Δ(μ)A
∏

i

σ(x − eD(μ)xi)σ(x − e−D(μ)xi)
σ2(x − xi)

= 1 + 2cμ−2 − D′(μ)A −
∑

k

D′(μ)xk℘(x − xk),

where

G = 2cμ−2 + μ−1(eD(μ) − e−D(μ))A +Δ(μ)B.

The right-hand side is an elliptic function of x with periods 2ω, 2ω′. Therefore, for the left-
hand side be also an elliptic function of x with the same periods the following relations have
to be satisfied: ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩
exp

(
−2ηΔ(μ)

∑
k

xk + 2ωΔ(μ)A

)
= 1

exp

(
−2η′Δ(μ)

∑
k

xk + 2ω′Δ(μ)A

)
= 1

5

88



J. Phys. A: Math. Theor. 54 (2021) 305202 V Prokofev and A Zabrodin

from which it follows that

Δ(μ)A = 2n′η − 2nη′, Δ(μ)
∑

k

xk = 2n′ω − 2nω′ with integer n, n′.

The right hand sides do not depend on μ. Expanding the equalities in powers of μ, one sees
that the left hand sides are O(μ−2) as μ→∞, therefore, n = n

′
= 0 and we have

Δ(μ)A = 0, Δ(μ)
∑

k

xk = 0. (25)

The first equation is satisfied if A is a linear function of times as in (21). The second equation
means that

(1 − e−D(μ))
∑

i

xi = −(1 − eD(μ))
∑

i

xi. (26)

Note that the functions (17) and (18) with τ as in (20) are double-Bloch functions, i.e., they
satisfy the monodromy propertiesψ(x + 2ω) = Bψ(x),ψ(x + 2ω′) = B′ψ(x) with some Bloch
multipliers B, B′. Any non-trivial double-Bloch function (i.e. not an exponential function) must
have poles in x in the fundamental domain. The Bloch multipliers of the function (17) are

B = e2ω(z−α(z))−2ζ(ω)(e−D(z)−1)
∑

i xi ,

B′ = e2ω′(z−α(z))−2ζ(ω′)(e−D(z)−1)
∑

i xi ,
(27)

where

α(z) = 2cz−1 +
∑
j�2

a j

j
z− j (28)

and the coefficients a j are those entering (21). Equation (26) means that the Bloch multipliers
of the adjoint wave function ψ∗ are B−1 and B′−1.

Let us introduce the elementary double-Bloch function Φ(x,λ) defined as

Φ(x,λ) =
σ(x + λ)
σ(λ)σ(x)

e−ζ(λ)x (29)

(ζ(λ) is the Weierstrass ζ-function). The monodromy properties of the function Φ are

Φ(x + 2ω,λ) = e2(ζ(ω)λ−ζ(λ)ω)Φ(x,λ),

Φ(x + 2ω′,λ) = e2(ζ(ω′)λ−ζ(λ)ω′)Φ(x,λ),

so it is indeed a double-Bloch function. The function Φ has a simple pole at x = 0 with
residue 1:

Φ(x,λ) =
1
x
+ α1x + α2x2 + · · · , x → 0,

whereα1 = − 1
2℘(λ),α2 = − 1

6℘
′(λ). We will often suppress the second argument ofΦ writing

simply Φ(x) = Φ(x,λ). We will also need the x-derivative Φ′(x,λ) = ∂xΦ(x,λ).

6
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Equations (17), (18) and (20) imply that the wave functions ψ, ψ∗ have simple poles at the
points xi. One can expand the wave functions using the elementary double-Bloch functions as
follows:

ψ = exk+t1(k−z)+ξ(t,z)
∑

i

ciΦ(x − xi,λ) (30)

ψ∗ = e−xk−t1(k−z)−ξ(t,z)
∑

i

c∗i Φ(x − xi,−λ) (31)

(this is similar to expansion of a rational function in a linear combination of simple fractions).
Here ci, c∗i are expansion coefficients which do not depend on x and k is an additional spectral
parameter. Note that the normalization of the functions (17) and (18) implies that ci and c∗i are
O(λ) as λ→ 0. One can see that (30) is a double-Bloch function with Bloch multipliers

B = e2ω(k−ζ(λ))+2ζ(ω)λ, B′ = e2ω′(k−ζ(λ))+2ζ(ω′)λ (32)

and (31) has Bloch multipliers B−1 and B′−1. These Bloch multipliers should coincide with
(27).

Therefore, comparing (27) with (32), we get

2ω(k − ζ(λ) − z + α(z)) + 2ζ(ω)

(
λ+ (e−D(z) − 1)

∑
i

xi

)
= 2πin,

2ω′(k − ζ(λ) − z + α(z)) + 2ζ(ω′)

(
λ+ (e−D(z) − 1)

∑
i

xi

)
= 2πin′

with some integer n, n′. Regarding these equations as a linear system, we obtain the solution

k − z + α(z) − ζ(λ) = 2n′ζ(ω) − 2nζ(ω′),

λ+ (e−D(z) − 1)
∑

i

xi = 2nω′ − 2n′ω.

Shifting λ by a suitable vector of the lattice spanned by 2ω, 2ω′, one gets zeros in the right
hand sides of these equalities, so we can write

k = z − α(z) + ζ(λ),

λ = (1 − e−D(z))
∑

i

xi.
(33)

These two equations for three variables k, z,λ determine the spectral curve. Below we will
obtain another description of the spectral curve as the spectral curve of the Calogero–Moser
system (given by the characteristic polynomial of the Lax matrix L(λ) for the Calogero–Moser
system). It appears in the form R(k,λ) = 0, where R(k,λ) is a polynomial in k whose coeffi-
cients are elliptic functions of λ (see below in section 5). These coefficients are integrals of
motion in involution. The spectral curve in the form R(k,λ) = 0 appears if one excludes z from
the equation (33). Equivalently, one can represent the spectral curve as a relation connecting
two variables z and λ:

R(z − α(z) + ζ(λ),λ) = 0. (34)

7
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Let us write the second equation in (33) as the expansion in powers of z:

λ = −
∑
m�1

z−mĥmX, X :=
∑

i

xi, (35)

where ĥk are differential operators of the form

ĥm = − 1
m
∂tm + higher order operators in ∂t1 , ∂t2 , . . . , ∂tm−1 . (36)

For example, the first few are

ĥ1 = −∂t1 , ĥ2 =
1
2

(∂2
t1
− ∂t2 ), ĥ3 =

1
6

(−∂3
t1
+ 3∂t1∂t2 − 2∂t3 ).

As is explained above, the coefficients in the expansion (35) are integrals of motion, i.e.,
∂t j ĥmX = 0 for all j, m. It then follows from the equation ∂t1 xi = −1 and from the explicit

form of the operators ĥm that ∂t j∂t2X = 0 and ∂t j∂t3X = 0. A simple inductive argument then

shows that ∂t j∂tm X = 0 for all j, m. This means that −ĥmX = 1
m∂tm X and X is a linear function

of the times:

X =
∑

i

xi = X0 − Nt1 +
∑
m�2

Vmtm (37)

with some constants Vm (velocities of the ‘center of masses’ of the points xi multiplied by N).
Therefore, the second equation in (33) can be written as

λ = D(z)
∑

i

xi = −Nz−1 +
∑
j�2

z− j

j
V j. (38)

In what follows we will show that Hm = − 1
m+1 Vm+1 are Hamiltonians for the dynamics of the

poles in tm, with H2 being the standard Calogero–Moser Hamiltonian.

4. Dynamics of poles with respect to t2

The coefficient u in the linear problem (15)

∂t2ψ − ∂2
xψ − 2uψ = 0 (39)

is an elliptic function of x of the form (23). Therefore, one can find solutions which are double-
Bloch functions of the form (30).

The next procedure is standard after the work [11]. We substitute u in the form (23) and ψ
in the form (30) into the left-hand side of (39) and cancel the poles at the points x = xi. The
highest poles are of third order but it is easy to see that they cancel identically. It is a matter of
direct calculation to see that the conditions of cancellation of second and first order poles have
the form

ci ẋi = −2kci − 2
∑
j�=i

c jΦ(xi − x j), (40)

ċi = (k2−z2 + 4c − 2α1)ci − 2
∑
j�=i

c jΦ
′(xi − x j) − 2ci

∑
j�=i

℘(xi − x j), (41)

8
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where dot means the t2-derivative. Introducing N × N matrices

Li j = −1
2
δi jẋi − (1 − δi j)Φ(xi − x j), (42)

Mi j = δi j(k
2−z2 + ℘(λ) + 4c) − 2δi j

∑
k �=i

℘(xi − xk) − 2(1 − δi j)Φ
′(xi − x j), (43)

we can write the above conditions as a system of linear equations for the vector c =
(c1, . . . , cN)T: {

L(λ)c = kc

ċ = M(λ)c.
(44)

Differentiating the first equation in (44) with respect to t2, we arrive at the compatibility
condition of the linear problems (44):(

L̇ + [L, M]
)

c = 0. (45)

The Lax equation L̇ + [L, M] = 0 is equivalent to the equations of motion of the elliptic
Calogero–Moser system (see [12] for the detailed calculation). Our matrix M differs from
the standard one by the term δi j(k2 − z2) but it does not affect the compatibility condition. It
follows from the Lax representation that the time evolution is an isospectral transformation of
the Lax matrix L, so all traces Tr Lm and the characteristic polynomial det (L − kI), where I
is the unity matrix, are integrals of motion. Note that the Lax matrix is written in terms of the
momenta pi as follows:

Li j = −δi jpi − (1 − δi j)Φ(xi − x j). (46)

A similar calculation shows that the adjoint linear problem for the function (31) leads to the
equations {

c∗TL(λ) = kc∗T

ċ∗T = −c∗TM(λ)
(47)

with the compatibility condition c∗T
(
L̇ + [L, M]

)
= 0.

5. The spectral curve

The first of the equation (44) determines a connection between the spectral parameters k,λ
which is the equation of the spectral curve:

R(k,λ) = det (kI − L(λ)) = 0. (48)

As it was already mentioned, the spectral curve is an integral of motion. The matrix L = L(λ),
which has an essential singularity at λ = 0, can be represented in the form L = VL̃V−1, where
matrix elements of L̃ do not have essential singularities and V is the diagonal matrix Vi j =
δi j e−ζ(λ)xi . Therefore,

R(k,λ) =
N∑

m=0

Rm(λ)km,

9
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where the coefficients Rm(λ) are elliptic functions of λ with poles at λ = 0. The functions
Rm(λ) can be represented as linear combinations of the ℘-function and its derivatives. Coef-
ficients of this expansion are integrals of motion. Fixing values of these integrals, we obtain
via the equation R(k,λ) = 0 an algebraic curve Γ which is an N-sheet covering of the initial
elliptic curve E realized as a factor of the complex plane with respect to the lattice generated
by 2ω, 2ω

′
.

Example (N = 2):

det
2×2

(kI − L(λ)) = k2 + k(p1 + p2) + p1 p2 + ℘(x1 − x2) − ℘(λ).

Example (N = 3):

det
3×3

(kI − L(λ)) = k3 + k2(p1 + p2 + p3)

+k (p1 p2 + p1 p3 + p2 p3 + ℘(x12) + ℘(x13) + ℘(x23) − 3℘(λ))

+p1 p2 p3 + p1℘(x23) + p2℘(x13) + p3℘(x12) − ℘(λ)(p1 + p2 + p3) − ℘′(λ),

where xik = xi − xk.
In a neighborhood of λ = 0 the matrix L̃ can be written as

L̃ = −λ−1(E − I) + O(1),

where E is the rank 1 matrix with matrix elements Ei j = 1 for all i, j = 1, . . . , N. The matrix
E has eigenvalue 0 with multiplicity N − 1 and another eigenvalue equal to N. Therefore, we
can write R(k,λ) in the form

R(k,λ) = det
(
kI + λ−1(E − I) + O(1)

)
=

(
k + (N−1)λ−1 − f N(λ)

) N−1∏
i=1

(k − λ−1 − f i(λ)), (49)

where fi are regular functions of λ at λ = 0: fi(λ) = O(1) as λ→ 0. This means that the func-
tion k has simple poles on all sheets at the points Pj ( j = 1, . . . , N) of the curveΓ located above
λ = 0. Its expansion in the local parameter λ on the sheets near these points is given by the
multipliers in the right-hand side of (49):

k = λ−1 + fj(λ) near Pj, j = 1, . . . , N − 1,

k = −(N−1)λ−1 + f N(λ) near PN .
(50)

The Nth sheet is distinguished, as it can be seen from (50). As in [11], we call it the upper
sheet. Note that equations (33) and (38) imply

k(λ) = −N − 1
λ

+ O(1) as λ→ 0,

so the expansion (38) is the expansion of λ(z) on the upper sheet of the spectral curve in a
neighborhood of the point PN .

10
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6. Dynamics in higher times

Our basic tool is equation (19). Substituting τ (x, t) in the form (20) and ψ, ψ∗ in the form (30)
and (31) in it, we have:

∑
i

∂tm xi℘(x − xi) + C(t2, t3, . . .) = res
∞

(
zm
∑

i, j

cic
∗
jΦ(x − xi,λ)Φ(x − x j,−λ)

)
. (51)

Equating the coefficients in front of the second order poles at x = xi, we obtain

∂tm xi = res
∞

(
zmc∗i ci

)
= res

∞

(
zmc∗TEic

)
, (52)

where Ei is the diagonal matrix with 1 at the place ii and zeros otherwise. At m = 1 this reads
res
∞

(
zc∗TEic

)
= −1 or

res
∞

(
zc∗Tc

)
= −N.

Summing the equation (52) over i, we get

res
∞

(
zmc∗Tc

)
= ∂tm

∑
i

xi.

It then follows from these equations that

(c∗Tc) = −N/z2 +
∑

m

z−m−1∂tm

∑
i

xi = −λ′(z). (53)

The absence of terms with non-negative powers of z in the right-hand side (which would not
change the residue) follows from the above mentioned fact that c and c∗ are O(λ) = O(z−1) as
z →∞. The last equality in (53) follows from (38). Equation (53) is an important non-trivial
relation which will allow us to identify the Hamiltonians for the higher flows tm.

Now let us note that according to (46) Ei = −∂piL. Therefore, we can continue the chain of
equalities (52) as follows:

∂tm xi = res
∞

(
zmc∗TEic

)
= −res

∞

(
zmc∗T∂piLc

)

= −∂pires
∞

(
zmc∗TLc

)
+ res

∞

(
zm∂pi c

∗TLc
)
+ res

∞

(
zmc∗TL∂pi c

)

= −∂pires
∞

(
zmc∗TLc

)
+ res

∞

(
zm∂pi c

∗Tkc
)
+ res

∞

(
zmc∗Tk∂pi c

)

= −∂pires
∞

(
zmc∗TLc

)
+ ∂pires

∞

(
zmc∗Tkc

)
− res

∞

(
zm∂pi kc∗Tc

)

= −∂pires
∞

(
zmc∗T(L − kI)c

)
− res

∞

(
zm∂pikc∗Tc

)

= res
∞

(
zmλ′(z)∂pik

)
11
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(the last equality follows from (44) and (53)). Here∂pi k = ∂pik(λ, I)|λ=const., where I is the full
set of integrals of motion. From (33) we see that

∂pi k = (1 − α′(z))∂piz(λ, I)|λ=const.. (54)

We consider z as an independent variable, so we can write

0 =
dz
dpi

= ∂piz

∣∣∣∣
λ=const

+ ∂λz

∣∣∣∣
I=const.

∂piλ

or

∂piz = − ∂piλ

λ′(z)
.

Therefore, we have the first set of the Hamiltonian equations

∂tm xi = −res
∞

(
zm(1 − α′(z))∂piλ

)
= ∂piHm, (55)

where the Hamiltonian Hm is

Hm = H(α)
m + 2cH(α)

m−2 +

m−1∑
j=2

a jH
(α)
m− j−1 (56)

(see (28)). It is the linear combination of the Hamiltonians

H(α)
m = −res

∞
(zmλ(z)) (57)

with constant coefficients. The latter implicitly depend on α(z) through the parametrization of
the spectral curve (34).

In their turn, the Hamiltonians H(α)
m are linear combinations of the basic Hamiltonians Hm

defined at α(z) = 0 by

Hm = −res
∞

(zmλ0(z)) , (58)

where λ0(z) is defined through the equation of the spectral curve

R(z + ζ(λ0),λ0) = det ((z + ζ(λ0))I − L(λ0)) = 0. (59)

Then

λ(z) = λ0(z − α(z)) = λ0(z) − α(z)λ′
0(z) +

1
2
α2(z)λ′′

0(z) + · · ·

and so we see that the Hamiltonians (57) are indeed linear combinations of the Hm’s with
constant coefficients.

The remaining set of Hamiltonian equations can be obtained by differentiating (52) with
respect to t2 and using (44) and (47):

2∂tm pi = ∂tm ẋi = res
∞

(
zmċ∗TEic

)
+ res

∞

(
zmc∗TEiċ

)
= res

∞

(
zmc∗T[Ei, M]c

)
12

95



J. Phys. A: Math. Theor. 54 (2021) 305202 V Prokofev and A Zabrodin

.Now, it is a matter of direct verification to see that

[Ei, M] = 2∂xi L. (60)

Therefore, we can write

∂tm pi = res
∞

(
zmc∗T∂xi Lc

)
.

Repeating the transformations presented above in detail, we have:

∂tm pi = res
∞

(
zmc∗Tc∂xi k

)
= −res

∞

(
zmλ′(z)∂xi k

)

The same argument as above shows that

∂xi k = (1 − α′(z))∂xi z(λ, I)|λ=const. (61)

and

∂xi z = − ∂xiλ

λ′(z)
.

Therefore, we obtain the second set of Hamiltonian equations for the dynamics of poles:

∂tm pi = res
∞

(
zm(1 − α′(z))∂xiλ

)
= −∂xiHm. (62)

Let us find Hm explicitly in terms of Hm for the case when a j = 0, c �= 0. In this case
α(z) = 2cz−1 and we have

λ(z) = λ0(z) −
∑
j,n�1

(2c)n

(
n+ j−1

n

)
H j−1z− j−2n, (63)

Hm = H(α)
m + 2cH(α)

m−2 and from (63) we see that

H(α)
m = Hm +

[m/2]∑
j=1

(2c) j

(
m− j

j

)
Hm−2 j.

Therefore,

Hm = Hm +

[m/2]∑
j=1

(2c) j

[(
m− j

j

)
+

(
m− j+1

j − 1

)]
Hm−2 j. (64)

In particular, H3 = H3 + 6cH1 which agrees with the result of the paper [12].
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7. Calculation of the Hamiltonians

In order to find the Hamiltonians explicitly, we use the description of the spectral curve given
in the paper [16]:

N∑
j=0

I jTN− j(k|λ) = 0, (65)

where T j(k|λ) are polynomials in k of degree N such that

∂kTn(k|λ) = nTn−1(k|λ) (66)

and I j are integrals of motion. The first few are

I0 = 1,

I1 =
∑

i

pi,

I2 =
∑′ ( 1

2! pi pj +
1
2!℘(xi j)

)
,

I3 =
∑′ ( 1

3! pi pjpk +
1
2! pi℘(x jk)

)
,

I4 =
∑′

(
1
4! pi pj pk pl +

1
2!·2! pi pj℘(xkl) + 1

2·(2!)2℘(xi j)℘(xkl)
)

,

I5 =
∑′

(
1
5! pi pj pk pl pr +

1
2!·3! pi pjpr℘(xkl) + 1

2·(2!)2 pr℘(xi j)℘(xkl)
)

,

(67)

where
∑′ means summation over distinct indices. Recalling the equation of the spectral curve

in terms of z and λ, let us also introduce Sn(z|λ) = Tn(z + ζ(λ)|λ), then

∂zSn(z|λ) = nSn−1(z|λ). (68)

For example,

T5(k|λ) = k5 − 10℘(λ)k3 − 10℘′(λ)k2 − 5(℘′′(λ) − 3℘2(λ))k − 2℘′(λ)℘(λ).

We have

ζ(λ) =
1
λ
− g2λ

3

22 · 3 · 5
+ O(z−5),

where

g2 = 60
∑
s�=0

1
s4

, s = 2mω + 2m′ω′, m, m′ ∈ Z.

Expanding S5(z|λ) in z using the above formula for T5, we get:

S5(z|λ) = z5 +
5z4

λ
− g2

2

(
1
λ
+ 5z + 5z2λ+

10
3

z3λ2 +
1
6

z4λ3

)
+ O(z−1).
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Note that if we introduce the gradation such that deg z = 1, degλ = −1, then deg g2 = 4,
deg Sn = n. Note also that in the rational limit g2 = 0 and the equation of the spectral curve
becomes linear in λ−1 (see below in the next section). This can be only in the case if Sn(z|λ) =
zn − nzn−1λ−1 in the rational limit (the coefficient is found from the condition (68)).

In the non-degenerate case we have

Sn(z|λ) = zn − nzn−1

λ
+ g2O(zn−4) (69)

or

Sn(z|λ) = zn − nzn−1

λ
+ g2Anzn−4 + g2BnI1zn−5 + O(zn−6), (70)

where An and Bn are some constant coefficients. (I1 comes from the expansion λ = −Nz−1 −
I1
2 z−2 + O(z−3).) Therefore, we can write

SN(z|λ) = zN − NzN−1

λ
+ g2(ANzN−4 + BNI1zN−5) + O(zN−6),

SN−1(z|λ) = zN−1 − (N − 1)zN−2

λ
+ g2AN−1zN−5 + O(zN−6),

SN− j(z|λ) = zN− j − (N − j)zN− j−1

λ
+ O(zN−6), j = 2, 3, 4, 5.

(71)

and the equation of the spectral curve (65) acquires the form

zN +
5∑

i=1

Iiz
N−i + g2ANzN−4 + g2(AN−1 + BN)I1zN−5 + O(zN−6)

= − 1
λ

(
NzN−1 +

5∑
i=1

(N − i)Iiz
N−i

)
.

Expressing λ as a function of z from here, we have:

H1 = −I1,

H2 = I2
1 − 2I2,

H3 = −I3
1 + 3I1I2 − 3I3,

H4 = I4
1 − 4I2

1 I2 + 2I2
2 + 4I1I3 − 4I4 + const.,

H5 = −I5
1 + 5I3

1I2 − 5I2
1I3 + 5I2I3 − 5I1I2

2 + 5I1I4 − 5I5 + g2KI1,

(72)

where K = (N + 1)AN − N(AN−1 + BN), or, explicitly,
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H1 = −
∑

i

pi,

H2 =
∑

i

p2
i −

∑
i �= j

℘(xi j),

H3 = −
∑

i

p3
i + 3

∑
i �= j

pi℘(xi j),

H4 =
∑

i

p4
i − 2

∑
i �= j

pi pj℘(xi j) − 4
∑
i �= j

p2
i ℘(xi j)

+
∑
i �= j

℘2(xi j) + 2
∑′℘(xi j)℘(x jk) + const.,

H5 = −
∑

i

p5
i + 5

∑
i �= j

(p3
i + p2

i pj)℘(xi j) − 5
∑
i �= j

pi℘
2(xi j)

− 5
∑′pi℘(xi j)℘(xik) − 5

∑′pi℘(xi j)℘(x jk) + const. ·
∑

i
pi.

(73)

These are indeed the Hamiltonians of the elliptic Calogero–Moser model. It is easy to see that
they satisfy the property

Hm−1 = − 1
m

∑
i

∂piHm. (74)

Indeed, we have

λ(z) = −Nz−1 +
∑
m�2

z−m

m
Vm = −Nz−1 +

∑
m�1

z−m−1Hm

so

Vm = ∂tm

∑
i

xi =
∑

i

∂piHm = −mHm−1.

One can see that the higher Hamiltonians will consist from the principal part and other terms
as follows:

Hn = (−1)n
∑
|μ|=n

Cn
μIμ + g2

∑
|ν|=n−4

Bn
νIν + · · · , (75)

where the first sum is taken over Young diagramsμ of n = |μ| boxes, Iμ = Iμ1Iμ2 . . . I�(μ), where
�(μ) is the number of non-empty rows of the diagram μ and Cn

μ is the matrix of the transition
from the basis of elementary symmetric polynomials to the basis of power sums.

8. Rational and trigonometric limits

In the rational limit ω1,ω2 →∞, σ(λ) = λ, Φ(x,λ) = (x−1 + λ−1)e−x/λ and the equation of
the spectral curve becomes

det
(
Lrat − (E − I)λ−1 − (z + λ−1)I

)
= 0, (76)
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where

(Lrat)i j = −δi jpi −
1 − δi j

xi − x j
(77)

is the Lax matrix of the rational Calogero–Moser model. Rewriting the equation of the spectral
curve in the form

det

(
I − E

λ−1

Lrat − zI

)
= 0

and using the property det (I + Y) = 1 + Tr Y for any matrix Y of rank 1, we get

λ = −tr

(
E

1
zI − Lrat

)
= −

∑
n�0

z−n−1 tr Ln
rat, (78)

where we use the well known property tr(ELn
rat) = tr(Ln

rat). So the Hamiltonians are Hm = tr Lm
rat

which agrees with Shiota’s result [8].
The trigonometric limit is more tricky. Let πi/γ be period of the trigonometric (or hyper-

bolic) functions (the second period tends to infinity). The Weierstrass functions in this limit
become

σ(x) = γ−1 e−
1
6 γ

2x2
sinh(γx), ζ(x) = γ coth(γx) − 1

3
γ2x.

The tau-function for trigonometric solutions is

τ (x, t) =
N∏

i=1

(
e2γx − e2γxi(t)

)
, (79)

so we should consider

τ (x, t) =
N∏

i=1

σ(x − xi)e
1
6 γ2(x−xi)2+γ(x+xi). (80)

With this choice, equation (33) acquires the form k = z + ζ(λ) + 1
3γ

2λ or

k = z + γ coth(γλ). (81)

The trigonometric limit of the function Φ(x,λ) is

Φ(x,λ) = γ (coth(γx) + coth(γλ)) e−γx coth(γλ).

Therefore, the equation of the spectral curve can be written in the form

det
(

W1/2LW−1/2 + γ(1 − coth(γλ))(E − I) − (z + γ coth(γλ))I
)
= 0, (82)

where W = diag(w1,w2, . . . ,wN) and

Li j = −δi jpi −
(1 − δi j)γ

sinh(γ(xi − x j))
= −δi jpi − 2γ(1 − δi j)

w
1/2
i w

1/2
j

wi − w j
(83)

is the Lax matrix of the trigonometric Calogero–Moser model. Here and below we use the
notation wi = e2γxi .
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After the transformations similar to the rational case equation (82) can be brought to the
form

γ(1 − coth(γλ))tr

[
W−1/2EW1/2 1

zI − (L − γI)

]
= 1

or

λ =
1

2γ
log

[
1 − 2γ tr

(
W−1/2EW1/2 1

zI − (L − γI)

)]
. (84)

Applying the formula det (I + Y) = 1 + tr Y for any matrix Y of rank 1 in the opposite
direction, we have

λ =
1

2γ
log det

[
I − 2γW−1/2EW1/2 1

zI − (L − γI)

]
. (85)

Now we are going to use the identity

[L, W] = 2γ(W1/2EW1/2 − W) (86)

which can be easily checked. With the help of this identity, we can transform (85) as follows:

2γλ = log det

(
I − W−1LW

1
zI − (L − γI)

+
L

zI − (L − γI)

− 2γ
zI − (L − γI)

)

= log det

[(
I − 2γ

zI − (L − γI)

)
zI − (L − γI)
zI − (L + γI)

×
(

I − W−1LW
1

zI − (L − γI)
+

L
zI − (L − γI)

− 2γ
zI − (L − γI)

)]

= log det

[(
I − 2γ

zI − (L − γI)

)(
I − W−1LW

1
zI − (L + γI)

+
L

zI − (L + γI)

)]

= log det

[(
I − 2γ

zI − (L − γI)

)
1

zI − (L + γI)
(zI − (L + γI)

− W−1LW + L
) ]

= log det
zI − (L + γI)
zI − (L − γI)

.

Therefore, we get
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λ =
1

2γ
tr
(
log(I − z−1(L + γI)) − log(I − z−1(L − γI))

)

= − 1
2γ

tr
∑
m�1

z−m

m
((L + γI)m − (L − γI)m) (87)

and

Hm =
1

2γ(m + 1)
tr
(
(L + γI)m+1 − (L − γI)m−1

)
(88)

which agrees with the result of paper [10].
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ELLIPTIC SOLUTIONS OF THE TODA LATTICE HIERARCHY

AND THE ELLIPTIC RUIJSENAARS–SCHNEIDER MODEL

V. V. Prokofev∗† and A. V. Zabrodin†‡§

We consider solutions of the 2D Toda lattice hierarchy that are elliptic functions of the “zeroth” time

t0 = x. It is known that their poles as functions of t1 move as particles of the elliptic Ruijsenaars–

Schneider model. The goal of this paper is to extend this correspondence to the level of hierarchies.

We show that the Hamiltonians that govern the dynamics of poles with respect to the mth hierarchical

times tm and tm of the 2D Toda lattice hierarchy are obtained from the expansion of the spectral curve

for the Lax matrix of the Ruijsenaars–Schneider model at the marked points.

Keywords: Toda lattice hierarchy, Ruijsenaars–Schneider model, elliptic solutions

DOI: 10.1134/S0040577921080080

1. Introduction

1.1. Motivation and result. The 2D Toda lattice (2DTL) hierarchy [1] is an infinite set of compat-

ible nonlinear differential–difference equations involving infinitely many time variables t = {t1, t2, t3, . . . }
(“positive” times), t = {t̄1, t̄2, t̄3, . . . } (“negative” times), in which the equations are differential, and the

“zeroth” time t0 = x, in which the equations are difference. Among all solutions of these equations, of

special interest are solutions that have a finite number of poles in the variable x in a fundamental domain

of the complex plane. In particular, one can consider solutions that are elliptic (double-periodic in the

complex plane) functions of x with poles depending on the times.

The investigation of the dynamics of poles of singular solutions of nonlinear integrable equations was

initiated in the seminal paper [2], where elliptic and rational solutions of the Korteweg–de Vries and

Boussinesq equations were studied. It was shown that the poles move as particles of the integrable Calogero–

Moser many-body system [3]–[6] with some restrictions in the phase space. As was proved in [7], [8], this

connection becomes most natural for the more general Kadomtsev–Petviashvili (KP) equation, in which

case there are no restrictions in the phase space for the Calogero–Moser dynamics of poles. The method

suggested by Krichever [9] for elliptic solutions of the KP equation consists in substituting the solution

not in the KP equation itself but in the auxiliary linear problem for it (this implies a suitable pole ansatz

for the wave function). This method allows obtaining the equations of motion together with their Lax

representation.
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Later, Shiota showed [10] that the correspondence between rational solutions of the KP equation and

the Calogero–Moser system with a rational potential can be extended to the level of hierarchies. The

evolution of poles with respect to the higher times tk of the KP hierarchy was shown to be governed by the

higher Hamiltonians Hk = trLk of the integrable Calogero–Moser system, where L is the Lax matrix. More

recently, this correspondence was generalized to trigonometric and elliptic solutions of the KP hierarchy

(see [11], [12] for the trigonometric solutions and [13] for the elliptic solutions).

The dynamics of poles of elliptic solutions of the 2DTL and modified KP (mKP) equations was studied

in [14] (also see [15]). It was proved that the poles move as particles of the integrable Ruijsenaars–Schneider

many-body system [16], [17], which is a relativistic generalization of the Calogero–Moser system. The

extension to the level of hierarchies for rational solutions of the mKP equation was achieved in [18] (also

see [19]): again, the evolution of poles with respect to the higher times tk of the mKP hierarchy is governed

by the higher Hamiltonians trLk of the Ruijsenaars–Schneider system. Recently, this result was generalized

to trigonometric solutions [20]. However, the corresponding result for more general elliptic solutions was

missing in the literature.

In this paper, we study the correspondence of the 2DTL hierarchy and the Ruijsenaars–Schneider

hierarchy for elliptic solutions of the former. Our method consists in solving the auxiliary linear problems

for the wave function and its adjoint using a suitable pole ansatz. The tau function of the 2DTL hierarchy

for elliptic solutions has the form

τ(x, t, t) = exp

(
−
∑
k≥1

ktk t̄k

) N∏
i=1

σ(x − xi(t, t)), (1.1)

where σ(x) is the Weierstrass σ-function with quasiperiods 2ω, 2ω′ such that Im(ω′/ω) > 0 (the definition

is given in Sec. 3 below). The zeros xi of the tau function are poles of the solution. They are assumed to

be all distinct.

We show that the dynamics of poles in the times t, t is Hamiltonian; we then identify the corresponding

Hamiltonians, which turn out to be higher Hamiltonians of the elliptic Ruijsenaars–Schneider system. The

generating function of the Hamiltonians is λ(z), where the spectral parameters λ and z are connected by

the equation of the spectral curve

det
N×N

(zeηζ(λ)I − L(λ)) = 0, (1.2)

where ζ(λ) is the Weierstrass ζ function, I is the unity matrix, and L(λ) is the Lax matrix. Any point of

the spectral curve is P = (z, λ), where z, λ are connected by Eq. (1.2). There are to distinguished points on

the spectral curve: P∞ = (∞, 0) and P0 = (0, Nη). The Hamiltonians corresponding to the positive-time

flows t are the coefficients of the expansion of the function λ(z) in negative powers of z around the point P∞,

while the Hamiltonians corresponding to the negative-time flows t are coefficients of the expansion of the

function λ(z) in positive powers of z around the point P0. This is the main result of this paper.

1.2. Elliptic Ruijsenaars–Schneider model. Here, we collect the main facts on the elliptic

Ruijsenaars–Schneider system following [17].

The N -particle elliptic Ruijsenaars–Schneider system is a completely integrable model. It can be

regarded as a relativistic extension of the Calogero–Moser system. The dynamical variables are the coor-

dinates xi and momenta pi with canonical Poisson brackets {xi, pj} = δij . The integrals of motion in

involution have the form

Ik =
∑

I⊂{1,...,N}, |I|=k

exp

(∑
i∈I

pi

) ∏
i∈I, j /∈I

σ(xi − xj + η)

σ(xi − xj)
, k = 1, . . . , N, (1.3)
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where η is a parameter (the inverse speed of light). In particular,

I1 =
∑
i

epi

∏
j �=i

σ(xi − xj + η)

σ(xi − xj)
, IN = exp

( N∑
i=1

pi

)
. (1.4)

Comparing to [17], our formulas differ by the canonical transformation

epi → epi

∏
j �=i

(
σ(xi − xj + η)

σ(xi − xj − η)

)1/2

, xi → xi,

which allows eliminating square roots in [17]. The Hamiltonian of the model is H1 = I1.

The velocities of the particles are

ẋi =
∂H1

∂pi
= epi

∏
j �=i

σ(xi − xj + η)

σ(xi − xj)
. (1.5)

The Hamiltonian equations ṗi = −∂H1/∂xi are equivalent to the equations of motion

ẍi = −
∑
k �=i

ẋiẋk(ζ(xi − xk + η) + ζ(xi − xk − η)− 2ζ(xi − xk)) =

=
∑
k �=i

ẋiẋk
℘′(xi − xk)

℘(η)− ℘(xi − xk)
, (1.6)

where ℘(x) is the Weierstrass ℘ functions.

We can also introduce integrals of motion I−k as

I−k = I−1
N IN−k =

∑
I⊂{1,...,N}, |I|=k

exp

(
−
∑
i∈I

pi

) ∏
i∈I, j /∈I

σ(xi − xj − η)

σ(xi − xj)
, (1.7)

In particular,

I−1 =
∑
i

e−pi

∏
j �=i

σ(xi − xj − η)

σ(xi − xj)
. (1.8)

It is natural to set I0 = 1. It can be easily verified that the equations of motion in the time t̄1 corresponding

to the Hamiltonian H1 = I−1 are the same equations (1.6).

This paper is organized as follows. In Sec. 2 we recall the main facts about the 2DTL hierarchy.

We recall the Lax formulation in terms of pseudodifference operators, the bilinear identity for the tau

function, and auxiliary linear problems for the wave function. Section 3 is devoted to solutions that are

elliptic functions of x = t0. We introduce double-Bloch solutions of the auxiliary linear problem and

express them as a linear combination of elementary double-Bloch functions having just one simple pole

in the fundamental domain. In Sec. 4, we obtain equations of motion for the poles as functions of the

time t1 together with their Lax representation. The properties of the spectral curve are discussed in Sec. 5.

In Sec. 6, we consider the dynamics of poles with respect to the higher times and derive the corresponding

Hamiltonian equations. Rational and trigonometric limits are addressed in Sec. 7. Explicit examples of the

Hamiltonians are given in Sec. 8.
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2. The 2D Toda lattice hierarchy

Here we very briefly review the 2DTL hierarchy (see [1]). We consider the pseudodifference Lax

operators

L = eη ∂x +
∑
k≥0

Uk(x)e
−kη ∂x , L = c(x)e−η∂x +

∑
k≥0

Uk(x)e
kη ∂x , (2.1)

where eη ∂x is the shift operator acting as e±η ∂xf(x) = f(x ± η) and the coefficient functions Uk, Uk

are functions of x, t, and t. The equations of the hierarchy are differential–difference equations for the

functions c, Uk, and Uk. They are encoded in the Lax equations

∂tmL = [Bm,L], ∂tmL = [Bm,L], Bm = (Lm)≥0,

∂t̄mL = [Bm,L], ∂t̄mL = [Bm,L], Bm = (Lm
)<0,

(2.2)

where (∑
k∈Z

Uke
kη ∂x

)
≥0

=
∑
k≥0

Uke
kη ∂x ,

(∑
k∈Z

Uke
kη ∂x

)
<0

=
∑
k<0

Uke
kη ∂x .

For example, B1 = eη ∂x + U0(x), B1 = c(x)e−η ∂x .

An equivalent formulation is provided by the zero-curvature (Zakharov–Shabat) equations

∂tnBm − ∂tmBn + [Bm,Bn] = 0, (2.3)

∂t̄nBm − ∂tmBn + [Bm,Bn] = 0, (2.4)

∂t̄nBm − ∂t̄mBn + [Bm,Bn] = 0. (2.5)

For example, from (2.4) with m = n = 1, we have

∂t1 ln c(x) = v(x)− v(x − η),

∂t̄1v(x) = c(x)− c(x+ η),

where v = U0. Eliminating v(x), we obtain a second-order differential–difference equation for c(x),

∂t1 ∂t̄1 ln c(x) = 2c(x)− c(x+ η)− c(x− η),

which is one of the forms of the 2D Toda equation. After the change of variables c(x) = eϕ(x)−ϕ(x−η),

it acquires the most familiar form

∂t1 ∂t̄1ϕ(x) = eϕ(x)−ϕ(x−η) − eϕ(x+η)−ϕ(x). (2.6)

The zero-curvature equations are compatibility conditions for the auxiliary linear problems

∂tmψ = Bm(x)ψ, ∂t̄mψ = Bm(x)ψ, (2.7)

where the wave function ψ depends on a spectral parameter z: ψ = ψ(z; t, t). The wave function has the

following expansion in powers of z:

ψ = zx/ηeξ(t,z)
(
1 +

ξ1(x, t, t)

z
+
ξ2(x, t, t)

z2
+ · · ·

)
, (2.8)
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where

ξ(t, z) =
∑
k≥1

tkz
k.

The wave operator is the pseudodifference operator of the form

W(x) = 1 + ξ1(x)e
−η∂x + ξ2(x)e

−2η ∂x + · · · (2.9)

with the same coefficient functions ξk as in (2.8). The wave function can then be written as

ψ = W(x)zx/ηeξ(t,z). (2.10)

The adjoint wave function ψ† is defined by the formula

ψ† = (W†(x− η))−1z−x/ηe−ξ(t,z) (2.11)

(see, e.g., [21]), where the adjoint difference operator is defined according to the rule (f(x) ◦ enη ∂x)† =

e−nη ∂x ◦ f(x). The auxiliary linear problems for the adjoint wave function have the form

− ∂tmψ
† = B†

m(x− η)ψ†. (2.12)

In particular, we have

∂t1ψ(x) = ψ(x+ η) + v(x)ψ(x), (2.13)

−∂t1ψ†(x) = ψ†(x− η) + v(x − η)ψ†(x),

∂t̄1ψ(x) = c(x)ψ(x − η).

The general solution of the 2DTL hierarchy is provided by the tau function τ = τ(x, t, t) [22], [23].

The tau function satisfies the bilinear relation

∮
∞
z(x−x′)/η−1eξ(t,z)−ξ(t′,z)τ(x, t − [z−1], t)τ(x′ + η, t′ + [z−1], t

′
) dz =

=

∮
0

z(x−x′)/η−1eξ(t,z
−1)−ξ(t

′
,z−1)τ(x + η, t, t− [z])τ(x′, t′, t′ + [z]) dz, (2.14)

valid for all x, x′, t, t′, t, t′, where

t± [z] =

{
t1 ± z, t2 ± 1

2
z2, t3 ± 1

3
z3, . . .

}
.

The integration contour in the left-hand side of (2.14) is a big circle around infinity separating the sin-

gularities coming from the exponential factor from those coming from the tau functions. The integration

contour in the right-hand side of (2.14) is a small circle around zero separating the singularities coming

from the exponential factor from those coming from the tau functions.

The coefficient functions of the Lax operators can be expressed through the tau function. In particular,

U0(x) = v(x) = ∂t1 ln
τ(x + η)

τ(x)
, c(x) =

τ(x + η)τ(x − η)

τ2(x)
. (2.15)
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In terms of the tau function, Toda equation (2.6) becomes

∂t1 ∂t̄1 ln τ(x) = −τ(x + η)τ(x − η)

τ2(x)
. (2.16)

The wave function and its adjoint are expressed through the tau function as

ψ = zx/ηeξ(t,z)
τ(x, t − [z−1], t)

τ(x, t, t)
, (2.17)

ψ† = z−x/ηe−ξ(t,z) τ(x, t + [z−1], t)

τ(x, t, t)
. (2.18)

We can also introduce the complementary wave functions ψ̄, ψ̄† by the formulas

ψ̄ = zx/ηeξ(t,z
−1) τ(x + η, t, t− [z])

τ(x, t, t)
,

ψ̄† = z−x/ηe−ξ(t,z−1) τ(x − η, t, t+ [z])

τ(x, t, t)
.

(2.19)

They satisfy the same auxiliary linear problems as the wave functions ψ and ψ†. It is more convenient for

us to work with the renormalized wave functions

φ(x) =
τ(x)

τ(x + η)
ψ̄(x) = zx/ηeξ(t,z

−1) τ(x + η, t, t− [z])

τ(x + η, t, t)
,

φ†(x) =
τ(x)

τ(x − η)
ψ̄†(x) = z−x/ηe−ξ(t,z−1) τ(x − η, t, t+ [z])

τ(x − η, t, t)
.

(2.20)

They satisfy the linear equations

∂t̄1φ(x) = φ(x − η)− v̄(x)φ(x), −∂t̄1φ†(x) = φ†(x+ η)− v̄(x− η)φ†(x), (2.21)

where v̄(x) = ∂t̄1 ln[τ(x + η)/τ(x)].

Finally, we note the useful corollaries of bilinear relation (2.14). Differentiating it with respect to tm

and setting x = x′, t = t′ and t = t
′
after that, we obtain

1

2πi

∮
∞
zm−1τ(x, t − [z−1])τ(x + η, t+ [z−1]) dz =

= ∂tmτ(x + η, t)τ(x, t) − ∂tmτ(x, t)τ(x + η, t) (2.22)

or

res∞ (zmψ(x)ψ†(x+ η)) = ∂tm ln
τ(x + η)

τ(x)
, (2.23)

where res∞ is defined in accordance with the convention res∞ (z−n) = δn1. Equivalently, Eq. (2.23) can be

written in the form

ψ(x)ψ†(x+ η) = 1 +
∑
m≥1

z−m−1 ∂tm ln
τ(x+ η)

τ(x)
. (2.24)

In a similar way, differentiating bilinear relation (2.14) with respect to t̄m and setting x = x′, t = t′ and
t = t

′
after that, we obtain the relation

res
0
(z−mφ(x)φ†(x + η)) = −∂t̄m ln

τ(x + η)

τ(x)
. (2.25)

Here, res
0

is defined according to the convention res
0
(z−n) = δn1.
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3. Elliptic solutions of the Toda equation and the double-Bloch
wave functions

The ansatz for the tau function of elliptic (double-periodic in the complex plane) solutions of the 2DTL

hierarchy is given by (1.1), where

σ(x) = σ(x | ω, ω′) = x
∏
s�=0

(
1− x

s

)
ex/s+x2/2s2 , s = 2ωm+ 2ω′m′ with integer m,m′,

is the Weierstrass σ function with quasiperiods 2ω and 2ω′ such that Im(ω′/ω) > 0. It is connected with

the Weierstrass ζ and ℘ functions by the formulas ζ(x) = σ′(x)/σ(x), ℘(x) = −ζ′(x) = −∂2x lnσ(x). The

monodromy properties of σ(x) are

σ(x + 2ω) = −e2ζ(ω)(x+ω)σ(x), σ(x + 2ω′) = −e2ζ(ω′)(x+ω′)σ(x), (3.1)

where the constants ζ(ω), ζ(ω′) are related by ζ(ω)ω′ − ζ(ω′)ω = πi/2.

For elliptic solutions,

v(x) =
∑
i

ẋi(ζ(x − xi)− ζ(x− xi + η)) (3.2)

is an elliptic function, and we can therefore find double-Bloch solutions of linear problem (2.13). The

double-Bloch function satisfies the monodromy properties ψ(x + 2ω) = Bψ(x) and ψ(x + 2ω′) = B′ψ(x)
with some Bloch multipliers B and B′. Any nontrivial (i.e., not exponential) double-Bloch function must

have poles in x in the fundamental domain. The Bloch multipliers of wave function (2.17) are

B = z2ω/η exp

(
−2ζ(ω)

∑
i

(e−D(z) − 1)xi

)
,

B′ = z2ω
′/η exp

(
−2ζ(ω′)

∑
i

(e−D(z) − 1)xi

)
,

(3.3)

where we define the differential operator

D(z) =
∑
k≥1

z−k

k
∂tk . (3.4)

It follows from Eq. (2.24) that the Bloch multipliers of the function ψ† are 1/B and 1/B′. Indeed, the

right-hand side of (2.24) is an elliptic function of x, and therefore the left-hand side must be also an elliptic

function.

We introduce the elementary double-Bloch function Φ(x, λ) defined as

Φ(x, λ) =
σ(x+ λ)

σ(λ)σ(x)
e−ζ(λ)x. (3.5)

The monodromy properties of Φ are

Φ(x+ 2ω, λ) = e2(ζ(ω)λ−ζ(λ)ω)Φ(x, λ),

Φ(x+ 2ω′, λ) = e2(ζ(ω
′)λ−ζ(λ)ω′)Φ(x, λ),

and therefore it is indeed a double-Bloch function. The function Φ has a simple pole at x = 0 with residue 1,

Φ(x, λ) =
1

x
+ α1x+ · · · , x→ 0,

where α1 = −℘(λ)/2. When this does not lead to misunderstanding, we suppress the second argument

of Φ, writing simply Φ(x) = Φ(x, λ). We also need the x-derivative Φ′(x, λ) = ∂xΦ(x, λ).
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Below, we need the following identities satisfied by Φ:

Φ(x,−λ) = −Φ(−x, λ), (3.6)

Φ′(x) = Φ(x)(ζ(x + λ)− ζ(λ) − ζ(x)), (3.7)

Φ(x)Φ(y) = Φ(x+ y)(ζ(x) + ζ(y) + ζ(λ)− ζ(x+ y + λ)). (3.8)

Equations (2.17) and (2.18) imply that the wave functions ψ and ψ† have simple poles at the points xi.

We can expand the wave functions using the elementary double-Bloch functions as

ψ = kx/ηeξ(t,z)
∑
i

ciΦ(x− xi, λ), (3.9)

ψ† = k−x/ηe−ξ(t,z)
∑
i

c∗iΦ(x − xi,−λ), (3.10)

where ci, c
∗
i are expansion coefficients, which do not depend on x, and k is an additional spectral parameter.

We note that the normalization of functions (2.17) and (2.18) implies that ci and c
∗
i are O(λ) as λ → 0.

We can see that (3.9) is a double-Bloch function with the Bloch multipliers

B = e(2ω/η)(ln k−ηζ(λ))+2ζ(ω)λ, B′ = e(2ω
′/η)(ln k−ηζ(λ))+2ζ(ω′)λ, (3.11)

and (3.10) has the Bloch multipliers B−1 and B
′−1. These Bloch multipliers should coincide with (3.3).

Therefore, comparing Eqs. (3.3) and (3.11), we have

2ω

η

(
ln
k

z
− ηζ(λ)

)
+ 2ζ(ω)

(
λ+ (e−D(z) − 1)

∑
i

xi

)
= 2πin,

2ω′

η

(
ln
k

z
− ηζ(λ)

)
+ 2ζ(ω′)

(
λ+ (e−D(z) − 1)

∑
i

xi

)
= 2πin′

with some integers n and n′. Regarding these equations as a linear system, we obtain the solution

ln
k

z
− ηζ(λ) = 2n′ηζ(ω)− 2nηζ(ω′),

λ+ (e−D(z) − 1)
∑
i

xi = 2nω′ − 2n′ω.

Shifting λ by a suitable vector of the lattice spanned by 2ω, 2ω′, we obtain zeros in the right-hand sides

of these equalities, and we can therefore represent the connection between the spectral parameters k, z,

and λ in the form

k = zeηζ(λ), λ = (1− e−D(z))
∑
i

xi. (3.12)

These two equations for three spectral parameters k, z, λ define the spectral curve. Another description

of the same spectral curve is obtained below as the spectral curve of the Ruijsenaars–Schneider system

(it is given by the characteristic polynomial of the Lax matrix L(λ) for the Ruijsenaars–Schneider system).

It appears in the form R(k, λ) = 0, where R(k, λ) is a polynomial in k whose coefficients are elliptic functions

of λ (see Sec. 5 below). These coefficients are integrals of motion in involution. The spectral curve in the

form R(k, λ) = 0 appears if we eliminate z from Eqs. (3.12). Equivalently, we can represent the spectral

curve as a relation connecting z and λ:

R(zeηζ(λ), λ) = 0. (3.13)
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The second equation in (3.12) can be written as an expansion in powers of z:

λ = λ(z) = −
∑
m≥1

z−mĥmX , X :=
∑
i

xi, (3.14)

Here, ĥk are differential operators of the form

ĥm = − 1

m
∂tm + higher order operators in ∂t1 , ∂t2 , . . . , ∂tm−1 ; (3.15)

The first few are

ĥ1 = −∂t1 , ĥ2 =
1

2
(∂2t1 − ∂t2), ĥ3 =

1

6
(−∂3t1 + 3 ∂t1 ∂t2 − 2 ∂t3).

As is mentioned above, the coefficients in expansion (3.14) are integrals of motion, i.e., ∂tj ĥmX = 0 for all j

and m. It then follows from the explicit form of the operators ĥm that ∂tj ∂t1X = 0. A simple inductive

argument then shows that ∂tj ∂tmX = 0 for all j, m. This means that −ĥm X = 1
m ∂tmX and hence X is

a linear function of the times,

X =
∑
i

xi = X0 +
∑
m≥1

Vmtm (3.16)

with some constants Vm (which are velocities of the “center of masses” of the points xi with respect to the

times tm multiplied by N). Therefore, the second equation in (3.12) can be written as

λ = D(z)
∑
i

xi =
∑
j≥1

z−j

j
Vj . (3.17)

We show in what follows that Hm = Vm/m are Hamiltonians for the dynamics of poles in tm, with H1

being the standard Ruijsenaars–Schneider Hamiltonian.

4. Dynamics of poles with respect to t1

The next procedure has become standard after paper [9]. We substitute v(x) in form (3.2) and ψ in

form (3.9) into the left-hand side of the linear problem

∂t1ψ(x) − ψ(x+ η)− v(x)ψ(x) = 0

and cancel the poles at the points x = xi and x = xi − η. The highest poles are of the second order, but

it is easy to see that they cancel identically. A simple calculation shows that the cancellation of first-order

poles leads to the conditions

zci + ċi = ẋi
∑
j �=i

cjΦ(xi − xj) + ci
∑
j �=i

ẋjζ(xi − xj)− ci
∑
j

ẋjζ(xi − xj + η),

kci − ẋi
∑
j

cjΦ(xi − xj − η) = 0.

Here and below, the dot means the t1-derivative. These conditions can be written in the matrix form as

a system of linear equations for the vector c = (c1, . . . , cN )T:

L(λ)c = kc,

ċ =M(λ)c,
(4.1)
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where (N ×N) matrices L and M are

Lij = ẋiΦ(xi − xj − η), (4.2)

Mij = δij

(
k − z +

∑
l �=i

ẋlζ(xi − xl)−
∑
l

ẋlζ(xi − xl + η)
)
+

+ (1 − δij)ẋiΦ(xi − xj)− ẋiΦ(xi − xj − η). (4.3)

They depend on the spectral parameter λ.

Differentiating the first equation in (4.1) with respect to t1 and substituting the second equation,

we obtain the compatibility condition for linear problems (4.1):

(L̇+ [L,M ])c = 0. (4.4)

The Lax equation L̇ + [L,M ] = 0 is equivalent to the equations of motion of the elliptic Ruijsenaars–

Schneider system (see [15] for the details of the calculation). We note that our matrix M differs from

the standard one by the term δij(k − z), but this does not affect the compatibility condition because it

is proportional to the unity matrix. It follows from the Lax representation that the time evolution is an

isospectral transformation of the Lax matrix L, and hence all traces trLm and the characteristic polynomial

det(kI −L), where I is the unit matrix, are integrals of motion. We note that the Lax matrix is written in

terms of the momenta pi as

Lij = Φ(xi − xj − η)epi

∏
l �=i

σ(xi − xl + η)

σ(xi − xl)
. (4.5)

A similar calculation shows that the adjoint linear problem for function (3.10) leads to the equations

c∗TẊ−1L(λ)Ẋ = kc∗T,

ċ∗T = −c∗TM∗(λ),
(4.6)

where Ẋ = diag(ẋ1, . . . , ẋN ) and

M∗
ij = δij

(
k − z −

∑
l �=i

ẋlζ(xi − xl) +
∑
l

ẋlζ(xi − xl − η)

)
+

+ (1− δij)ẋjΦ(xi − xj)− ẋjΦ(xi − xj − η). (4.7)

5. The spectral curve

The first equation in (4.1) defines a connection between the spectral parameters k and λ, which is the

equation of the spectral curve:

R(k, λ) = det(kI − L(λ)) = 0. (5.1)

As was mentioned already, the spectral curve is an integral of motion. The matrix L = L(λ), which

has an essential singularity at λ = 0, can be represented in the form L(λ) = eηζ(λ)V L̃(λ)V −1, where

matrix elements of L̃(λ) do not have essential singularities and V is the diagonal matrix Vij = δije
−ζ(λ)xi.

The matrix L̃(λ) is given by

L̃ij(λ) =
σ(xi − xj − η + λ)

σ(λ)σ(xi − xj − η)
epi

∏
l �=i

σ(xi − xl + η)

σ(xi − xl)
. (5.2)
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Using the connection between k and z in Eq. (3.12), we represent the spectral curve in the form

det(zI − L̃(λ)) = 0. (5.3)

The spectral curve is an N -sheet covering over the λ-plane. Any point of the curve is P = (z, λ), where z

and λ are connected by Eq. (5.3) and there are N points above each point λ.

To represent the spectral curve in explicit form, we recall the identity

det
1≤i, j≤N

(
σ(xi − yj + λ)

σ(λ)σ(xi − yj)

)
=

1

σ(λ)
σ

(
λ+

N∑
i=1

(xi − yi)

)∏
i<j

σ(xi − xj)σ(yj − yi)

/ ∏
i,j

σ(xi − yj) (5.4)

for the determinant of the elliptic Cauchy matrix. Using this identity, we can represent (5.3) as

N∑
n=0

ϕn(λ)Inz
N−n = 0, (5.5)

where In are the Ruijsenaars–Schneider integrals of motion (1.3) and

ϕn(λ) =
σ(λ− nη)

σ(λ)σn(η)
. (5.6)

We now fix two distinguished points on the spectral curve. As λ→ 0, we have

L̃(λ) = ẊEλ−1 +O(1),

where E is the rank-1 matrix with the entries Eij = 1 for all i and j. Therefore, using the formula for the

determinant of the matrix I + Y , where Y is a rank-1 matrix, we can write

det(zI − L̃(λ)) = zN − zN−1λ−1I1 +O(zN−1),

or

det(zI − L̃(λ)) = (z − hN (λ)λ−1)

N−1∏
j=1

(z − hj(λ)),

where the functions hj are regular functions at λ = 0 and hN (0) = I1 = H1. We see that among the

N points above λ = 0, one is distinguished: it is the point P∞ = (∞, 0). Another distinguished point

is P0 = (0, Nη). Because ϕN (Nη) = 0, we see that this point indeed belongs to the curve.

6. Dynamics in higher times

6.1. Positive times. To study the dynamics of poles in the higher positive times, we take advantage

of relation (2.23), which, after the substitution of the wave functions for elliptic solutions, acquires the form

∑
i,j

res∞ (zmk−1cic
∗
jΦ(x− xi, λ)Φ(x − xj + η,−λ)) =

=
∑
n

∂tmxn(ζ(x − xn)− ζ(x − xn + η)). (6.1)

Equating the residues at x = xi − η, we obtain

∂tmxi = −
∑
j

res∞ l(zmk−1c∗i cjΦ(xi − xj − η, λ)). (6.2)
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In matrix form, we can write this relation as

∂tmxi = − res∞ (zmk−1c∗TẊ−1(∂piL)c). (6.3)

Summing (6.3) over i and using (3.17), we can write

res∞ (zmλ′(z)) = res∞ (zmk−1c∗TẊ−1Lc), (6.4)

where we took into account that
∑

i ∂piL = L. Using the fact that c = O(1/z), we conclude that

k−1c∗TẊ−1Lc = λ′(z),

or

c∗TẊ−1c = λ′(z). (6.5)

Next, with (6.5), we can continue (6.3) as the following chain of equalities:

∂tmxi = − res∞ (zmk−1c∗TẊ−1(∂piL)c) =

= − res∞ (zm ∂pi(k
−1c∗TẊ−1Lc)) + res∞ (zmk−1 ∂pi(c

∗TẊ−1)Lc) +

+ res∞ (zmk−1c∗TẊ−1L∂pic) + res∞ (zm ∂pi(k
−1)c∗TẊ−1Lc) =

= − res∞ (zm ∂piλ
′(z)) + res∞ (zm ∂pi(c

∗TẊ−1)c) +

+ res∞ (zmc∗TẊ−1 ∂pic)− res∞ (zm ∂pi ln kc
∗TẊ−1c) =

= − res∞ (zmλ′(z) ∂pi ln k).

Here, ∂pi ln k = ∂pi ln k(λ, I)|λ=const, where I is the full set of integrals of motion. We see from (3.17) that

∂pi ln k = ∂pi ln z(λ, I)|λ=const. We regard z as an independent variable, whence

0 =
d ln z

dpi
= ∂pi ln z|λ=const + ∂λ ln z|I=const ∂piλ

or

∂pi ln z = − ∂piλ

zλ′(z)
. (6.6)

Therefore,

∂tmxi = res∞ (zm−1 ∂piλ(z)) =
∂Hm

∂pi
, (6.7)

where the Hamiltonian Hm is given by

Hm = res∞ (zm−1λ(z)). (6.8)

This is the first half of the Hamiltonian equations.

The calculation leading to the second half of the Hamiltonian equations is rather involved. We present

the main steps of it. First of all, we note that

Ẋ−1 ∂xiL = [Ei, B
−] + (D̃+ − D̃0)EiA

− −
−
∑
l

Elζ(xl − xi + η)A− +
∑
l �=i

Elζ(xl − xi)A
− := Yi, (6.9)
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where we introduce the matrices A− and B− and diagonal matrices Ei, D̃
0, and D̃± defined by their matrix

elements as follows:

A−
jk = Φ(xj − xk − η), B−

jk = Φ′(xj − xk − η),

(Ei)jk = δijδik, D̃0
jk = δjk

∑
l �=j

ζ(xj − xl), D̃±
jk = δjk

∑
l

ζ(xj − xl ± η).

Now, in order to prove the second half of the Hamiltonian equations, it is enough to obtain the equations

∂tmpi = res∞ (zmk−1c∗TYic), (6.10)

where Yi is the right-hand side of (6.9). Indeed, repeating the argument given after Eq. (6.5) with the

change ∂pi → ∂xi , we obtain the Hamiltonian equations

∂tmpi = −∂Hm

∂xi
(6.11)

with the same Hamiltonian given by (6.8).

It is clear that

pi = ln ẋi −
∑
k �=i

ln
σ(xi − xk + η)

σ(xi − xk)
. (6.12)

The tm-derivative of this equality yields

∂tmpi = ẋ−1
i ∂tm ẋi −

∑
k �=i

(∂tmxi − ∂tmxk)(ζ(xi − xk + η)− ζ(xi − xk)). (6.13)

We find the first term in the right-hand side. For this, we differentiate Eq. (6.3), which we write here in

the form

∂tmxi = res∞ (zmk−1c∗TEiA
−c),

with respect to t1 and use Eqs. (4.1), (4.6). In this way we arrive at

∂tm ẋi = res∞ (zmk−1c∗T(M∗EiA
− − EiA

−M − EiȦ
−)c), (6.14)

where the matrices M and M∗ are

M = (k − z)I +D0 −D+ + ẊA− ẊA−,

M∗ = (k − z)I −D0 +D− +AẊ −A−Ẋ,
(6.15)

and we define the off-diagonal matrix A and diagonal matrices D0 by specifying their matrix elements

Ajk = (1− δjk)Φ(xj − xk),

D0
jk = δjk

∑
l �=j

ẋlζ(xj − xl), D±
jk = δjk

∑
l

ẋlζ(xj − xl ± η).

Taking into account that c∗TA− = kc∗TẊ−1, A−c = kẊ−1c, we have

c∗T(M∗EiA
− − EiA

−M − EiȦ
−)c =

= c∗T(k(D− −D0)EiẊ
−1 + kAEi + EiA

−(D+ −D0)−
− Ei(A

−ẊA−AẊA−)− kEiA− EiẊB
− + EiB

−Ẋ)c.
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Using identities (3.7) and (3.8), can see after some calculations that the result is

c∗T(M∗EiA
− − EiA

−M − EiȦ
−)c = kc∗T[A,Ei]c. (6.16)

It is easy to see that

ẋ−1
i c∗Tk[A,Ei]c = c∗T(AEiA

− −A−EiA)c.

Identities (3.7), (3.8) allow us to prove the relation

AEiA
− −A−EiA = [Ei, B

−] +
∑
l �=i

ζ(xl − xi)ElA
− −

∑
l

ζ(xl − xi + η)A−El +

+
∑
l �=i

ζ(xl − xi)A
−El −

∑
l

ζ(xl − xi − η)ElA
−.

Therefore, we have

ẋ−1
i ∂tm ẋi = res∞

(
zmk−1c∗T

(
[Ei, B

−] + 2
∑
l �=i

ζ(xl − xi)ElA
− −

−
∑
l

ζ(xl − xi + η)A−El −
∑
l

ζ(xl − xi − η)A−El

)
c

)
. (6.17)

We next transform the remaining part of (6.13):

−
∑
k �=i

(∂tmxi − ∂tmxk)(ζ(xi − xk + η)− ζ(xi − xk)) =

= res∞

(
zmk−1c∗T

(
A−(D̃+ − D̃0)Ei −

−
∑
l

ζ(xi − xl + η)A−El +
∑
l �=i

ζ(xi − xl)A
−El

)
c

)
=

= res∞

(
zmc∗T

(
Ẋ−1(D̃+ − D̃0)Ei −

− Ẋ−1
∑
l

ζ(xi − xl + η)El + Ẋ−1
∑
l �=i

ζ(xi − xl)El

)
c

)
.

Collecting everything together, we finally find

∂tmpi = res∞

(
zmk−1c∗T

(
kẊ−1(D̃+ − D̃0)Ei −

− kẊ−1
∑
l

ζ(xi − xl + η)El + kẊ−1
∑
l �=i

ζ(xi − xl)El +

+ [Ei, B
−] + 2kẊ−1

∑
l �=i

Elζ(xl − xi)−

− kẊ−1
∑
l

Elζ(xl − xi + η)− kẊ−1
∑
l

Elζ(xl − xi − η)

)
c

)
=

= res∞

(
zmk−1c∗T

(
[Ei, B

−] + kẊ−1(D̃+ − D̃0)Ei +

+ kẊ−1
∑
l �=i

ζ(xl − xi)El − kẊ−1
∑
l

ζ(xl − xi + η)El

)
c

)
=
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= res∞

(
zmk−1c∗T

(
[Ei, B

−] +A−(D̃+ − D̃0)Ei +

+
∑
l �=i

ζ(xl − xi)ElA
− −

∑
l

ζ(xl − xi + η)ElA
−
)
c

)
=

= res∞ (zmk−1c∗TYic),

where Yi is the right-hand side of (6.9). Therefore, the second half of the Hamiltonian equations is proved.

We comment on how the result is to be modified if we consider a more general tau function of the form

τ(x, t) = eQ(x,t)
N∏
i=1

σ(x − xi(t)), (6.18)

where

Q(x, t) = cx2 + x
∑
j≥1

ajtj + b(t) (6.19)

with some constants c, aj . (Here, we set t = 0 for simplicity.) Repeating the arguments leading to (3.12),

we can see that the first equation in (3.12) is modified as

k = zeηζ(λ)−α(z), α(z) =
∑
j≥1

aj
j
z−j . (6.20)

Instead of (6.6), we then have

∂pi ln k = −∂piλ(z)

zλ′(z)
(1 − zα′(z)), (6.21)

and hence the Hamiltonian for the mth flow is a linear combination of Hm and the Hj with 1 ≤ j < m.

6.2. Negative times. We first obtain the relation between the velocities ẋi = ∂t1xi and x
′
i = ∂t̄1xi.

The relation follows from Toda equation (2.16), where we substitute the tau function (1.1) for elliptic

solutions:

−
∑
i

ẋ′iζ(x − xi)−
∑
i

ẋix
′
i℘(x− xi) = 1−

∏
i

σ(x − xi + η)σ(x − xi − η)

σ2(x− xi)
.

Equating the coefficients in front of the second-order poles, we obtain

ẋix
′
i = −σ2(η)

∏
j �=i

σ(xi − xj + η)σ(xi − xj − η)

σ2(xi − xj)
. (6.22)

Our strategy is to solve linear problems (2.21) for the complementary wave functions φ and φ† repre-

sented as linear combinations of the elementary double-Bloch functions,

φ(x) = k̃x/ηeξ(t,z
−1)

∑
i

biΦ(x− xi + η,−μ),

φ†(x) = k̃−x/ηe−ξ(t,z−1)
∑
i

b∗iΦ(x− xi − η, μ),
(6.23)

where μ and k̃ are new spectral parameters to be connected with λ and k later, and bi and b
∗
i are independent

of x. Identifying the monodromy properties of functions (6.23) and (2.20), we obtain the relations between

k̃, z, and μ in the same way as relations (3.12) and (3.17) were obtained:

k̃ = ze−ηζ(μ), μ = −
∑
m≥1

zm

m
∂t̄m

∑
i

xi. (6.24)
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It then follows that

k̃ = ke−ηζ(λ)−ηζ(μ). (6.25)

We note that the spectral parameters k̃ and z here have a different meaning than in (3.12) and (3.17):

they are local parameters on the spectral curve in the vicinity of the point P0, while in (3.12) and (3.17)

k−1 and z−1 are local parameters in the vicinity of P∞.

The substitution of (6.23) in (2.21) with

v̄(x) =
∑
i

x′i(ζ(x − xi)− ζ(x− xi + η))

gives, after the cancelation of poles at x = xi, the following conditions:

x′i
∑
j

bjΦ(xi − xj + η,−μ) = k̃−1bi,

x′i
∑
j

b∗jΦ(xi − xj − η, μ) = −k̃−1b∗i .
(6.26)

Using identity (3.6), we can write them in matrix form as follows:

bTX ′−1L(μ)X ′ = −k̃−1bT, L(μ)b∗ = −k̃−1b∗. (6.27)

Here, the matrix L(μ) is

Lij(μ) = x′iΦ(xi − xj − η, μ) = −σ2(η)e−piΦ(xi − xj − η, μ)
∏
l �=i

σ(xi − xl − η)

σ(xi − xl)
, (6.28)

where we use relation (6.22).

Equations (6.27) allow writing the equation of the spectral curve in the form

det(k̃−1I + L(μ)) = 0. (6.29)

We show that it is the same spectral curve as the one given by (5.1) and discussed in Sec. 5. To show this, we

find the inverse of the Lax matrix L(λ) given by (4.2). We have (L−1(λ))kl = (−1)k+l (minorlk)/ detL(λ)

and use the fact that both the numerator and the denominator here are determinants of the elliptic Cauchy

matrices given explicitly by (5.4). In particular,

detL(λ) = eNηζ(λ)

(∏
i

ẋi

)
σ(λ −Nη)

σ(λ)σN (−η)
∏
i�=j

σ(xi − xj)

σ(xi − xj − η)
. (6.30)

After some simple transformations, we obtain

(L−1(λ))kl = −e(xl−xk−η)ζ(λ)x′l
σ(Nη − λ+ xl − xk − η)

σ(Nη − λ)σ(xl − xk − η)
×

×
∏
i�=l

σ(xl − xi)

σ(xl − xi + η)

∏
j �=k

σ(xk − xj + η)

σ(xk − xj)
. (6.31)

Hence,

eηζ(λ)(LT(λ))−1 ∼= −e−ηζ(μ)L(μ), μ = Nη − λ, (6.32)
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where ∼= means equality up to a similarity transformation. Taking Eqs. (6.32) and (6.25) into account,

we write spectral curve (6.29) in the form

det(k−1I − L−1(λ)) = 0,

which is the same as (5.1). However, we expand the spectral curve in the vicinity of different points in the

previous sections and here: it was the point P∞ = (∞, 0) previously and is P0 = (0, Nη) now.

Using Eq. (2.25) and repeating the calculations leading to (6.3) and (6.5), we obtain the relations

∂t̄mxi = − res
0
(z−mk̃−1bTX ′−1 ∂piL(μ)b

∗) (6.33)

and

bTX ′−1b∗ = k̃2μ′(z). (6.34)

A similar chain of equalities as the one after (6.35) leads to

∂t̄mxi = res
0
(z−m−1 ∂piμ(z)) =

∂Hm

∂pi
, (6.35)

where

Hm = res
0
(z−m−1μ(z)) = − res

0
(z−m−1λ(z)). (6.36)

We see that the Hamiltonians for the negative-time flows are obtained from the expansion of λ(z) as z → 0:

λ(z) = Nη −
∑
m≥1

Hmz
m. (6.37)

The other half of the Hamiltonian equations,

∂t̄mpi = −∂Hm

∂xi
, (6.38)

can be proved in the same way as Eqs. (6.11) were proved.

7. Degenerations of elliptic solutions

7.1. Rational limit. In the rational limit ω, ω′ → ∞, σ(x) = x and

Lij(λ) =

(
ẋi

xi − xj − η
+
ẋi
λ

)
e−(xi−xj)/λ+η/λ, (7.1)

where

ẋi = epi

∏
l �=i

xi − xl + η

xi − xl
.

The equation of the spectral curve is

det(kI − eη/λ(Lrat + λ−1ẊE)) = 0,

where Lrat is the Lax matrix of the rational Ruijsenaars–Schneider system with matrix elements

(Lrat)ij =
ẋi

xi − xj − η
. (7.2)
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Recalling the connection between the spectral parameters k, z, and λ, k = zeη/λ, we can write the equation

of the spectral curve in the form

det(zI − Lrat − λ−1ẊE) = 0. (7.3)

Because E is a rank-1 matrix, we have

det

(
I − λ−1ẊE

1

zI − Lrat

)
= 1− λ−1 tr

(
ẊE

1

zI − Lrat

)
= 0,

whence

λ = tr

(
ẊE

1

zI − Lrat

)
. (7.4)

As z → ∞, we expand this as

λ(z) =
∑
m≥1

z−m tr(ẊELm−1
rat ). (7.5)

It is easy to verify the commutation relation

XLrat − LratX = ẊE + ηLrat. (7.6)

Using it, we have

tr(ẊELm−1
rat ) = tr(XLm

rat − LratXL
m−1
rat − ηLm

rat) = −η trLm
rat.

We hence conclude that

λ(z) = −η
∑
m≥1

z−m trLm
rat, z → ∞, (7.7)

and thus the Hamiltonians for positive-time flows are

Hm = −η trLm
rat. (7.8)

This agrees with the result in [18], [19].

To find the Hamiltonians for negative-time flows, we expand (7.4) as z → 0:

λ(z) = −
∑
m≥0

zm tr(ẊEL−m−1
rat ) = Nη + η

∑
m≥1

zm trL−m
rat . (7.9)

Therefore,

Hm = −η trL−m
rat . (7.10)

This agrees with the result in [20].

7.2. Trigonometric limit. We now pass to the trigonometric limit. Let πi/γ be the period of

the trigonometric (or hyperbolic) functions, with the second period tending to infinity. The Weierstrass

functions in this limit are

σ(x) = γ−1e−γ2x2/6 sinh(γx), ζ(x) = γ coth(γx)− 1

3
γ2x.

The tau function for trigonometric solutions is

τ =
N∏
i=1

(e2γx − e2γxi), (7.11)
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and hence we should consider

τ =

N∏
i=1

σ(x − xi)e
γ2(x−xi)

2/6+γ(x+xi), (7.12)

where the exponential factor is inserted to ensure the correct trigonometric limit (7.11) of the elliptic tau

function. Similarly to the KP case [13], Eq. (3.12) with this choice acquires the form

ln k = ln z + ηγ coth(γλ). (7.13)

The trigonometric limit of the function Φ(x, λ) is

Φ(x, λ) = γ(coth(γx) + coth(γλ))e−γx coth(γλ),

and L(λ) takes the form

Lij(λ) = γeηγ coth(γλ)e−γ coth(γλ)(xi−xj)(ẋi coth(γ(xi − xj − η)) + ẋi coth(γλ)).

For further calculations, it is convenient to change the variables as

wi = e2γxi, q = e2γη (7.14)

and introduce the diagonal matrixW = diag(w1, w2, . . . , wN ). In this notation, the equation of the spectral

curve acquires the form

det(zI − q−1/2W 1/2LtrigW
−1/2 − γ(coth(γλ)− 1)ẊE) = 0, (7.15)

where Ltrig is the Lax matrix of the trigonometric Ruijsenaars–Schneider model:

(Ltrig)ij = 2γq1/2
ẋiw

1/2
i w

1/2
j

wi − qwj
(7.16)

(see [20]). Again, because E is a rank-1 matrix, we can use (7.15) to obtain

(coth(γλ)− 1)−1 = γ tr

(
ẊE

1

zI − q−1/2W 1/2LtrigW−1/2

)

or

λ =
1

2γ
ln

(
1 + 2γ tr

(
ẊE

1

zI − q−1/2W 1/2LtrigW−1/2

))
.

Applying the formula det(I + Z) = 1 + trZ for any matrix Z of rank 1 in the opposite direction, we have

λ =
1

2γ
ln det

(
(zI − q−1/2W 1/2LtrigW

−1/2 + 2γẊE)×

× 1

zI − q−1/2W 1/2LtrigW−1/2

)
. (7.17)

Next, we use the trigonometric analogue of relation (7.6),

2γẊE = q−1/2W 1/2LtrigW
−1/2 − q1/2W−1/2LtrigW

1/2, (7.18)
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which can be verified easily. Using this relation, we deduce from (7.17) that

λ =
1

2γ
ln det(zI − q1/2W−1/2LtrigW

1/2)− 1

2γ
ln det(zI − q−1/2W 1/2LtrigW

−1/2) =

=
1

2γ
ln det

1− z−1q1/2Ltrig

1− z−1q−1/2Ltrig
= −

∑
m≥1

z−m q
m/2 − q−m/2

2γm
trLm

trig.

Therefore, we finally obtain

λ(z) = −
∑
m≥1

z−m sinh(γηm)

γm
trLm

trig, (7.19)

and hence the Hamiltonians are

Hm = − sinh(γηm)

γm
trLm

trig. (7.20)

This agrees with the result in [20].

8. Examples of the Hamiltonians

We return to the general elliptic case and introduce renormalized integrals of motion

Jm =
σ(mη)

σm(η)
Im, m = ±1,±2, . . . ,±N, (8.1)

where Im are the integrals of motion in (1.3) and (1.7). The equation of the spectral curve, Eq. (5.5), is

zN +

N∑
n=1

φn(λ)Jnz
N−n = 0, (8.2)

where

φn(λ) =
σ(λ − nη)

σ(λ)σ(nη)
. (8.3)

It can be expanded as λ→ 0 (z → ∞) as follows:

φn(λ) = − 1

σ(λ)
+ ζ(nη)

λ

σ(λ)
− (ζ2(nη)− ℘(nη))

λ2

2σ(λ)
+O(z−2).

Expanding the equation of the spectral curve, we have

1 + ζ(η)J1z
−1 − 1

2
(ζ2(η)− ℘(η))J2

1 z
−2 + ζ(2η)J2z

−2 =
1

λz
(J1 + J2z

−1 + J3z
−2) +O(z−3)

or

λ(z) =
z−1(J1 + J2z

−1 + J3z
−2 +O(z−3))

1 + ζ(η)J1z−1 + ζ(2η)J2z−2 − (1/2)(ζ2(η)− ℘(η))J2
1 z

−2 +O(z−3)
.

Expanding this in a series, λ(z) =
∑

m≥1Hmz
−m, we find the first three Hamiltonians:

H1 = J1,

H2 = J2 − ζ(η)J2
1 ,

H3 = J3 − (ζ(η) + ζ(2η))J1J2 +

(
3

2
ζ2(η)− 1

2
℘(η)

)
J3
1 .

(8.4)
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In the rational limit, we can obtain a general formula for Hm. In this limit,

φn(λ) =
1

nη
− 1

λ

and the equation of the spectral curve becomes

zN +
1

η

N∑
n=1

Jn
n
zN−n =

1

λ

N∑
n=1

Jnz
N−n, (8.5)

or, recalling that Jn = nη1−nIn in the rational limit,

λ(z) = η

N∑
n=1

nIn(ηz)
−n

/[
1 +

N∑
n=1

In(ηz)
−n

]
. (8.6)

Expanding the right-hand side in powers of z−1, we obtain

H1 = I1,

H2 = η−1(2I2 − I21 ),

H3 = η−2(3I3 − 3I1I2 + I31 ).

(8.7)

In general, it follows from (8.6) that

Hm = (−η)1−m
∑

|ν|=m

Cm
ν Iν1 · · · Iν� , (8.8)

where the sum is taken over all Young diagrams ν with |ν| = m boxes having nonzero rows ν1, . . . , ν�,

and Cm
ν is the matrix of transition from the basis of elementary symmetric polynomials ej to the power

sums pk. Indeed, it is easy to see that the equality

N∑
n=1

(−1)n−1pnz
−n =

N∑
m=1

memz
N−m

/ N∑
r=0

erz
N−r

is equivalent to the well-known Newton identity

mem =

m∑
n=1

(−1)n−1pnem−n

for the symmetric functions. The explicit formula is

Hm = −mη1−m
∑

r1+2r2+···+mrm=m
r1≥0,...,rm≥0

(r1 + · · ·+ rm − 1)!

r1! . . . rm!

m∏
i=1

(−Ii)ri . (8.9)

We now consider Hamiltonians for the negative-time flows. The equation of the spectral curve (5.5)

can be rewritten in the form

ϕN (λ) +
N∑

n=1

ϕN−n(λ)I−nz
n = 0, (8.10)
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or, equivalently,

σ(μ) +

N∑
n=1

σ(nη − μ)

σ(nη)
J−nz

n = 0, μ ≡ Nη − λ. (8.11)

Expanding μ→ 0 in powers of z as μ(z) =
∑

m≥1Hmz
m, we obtain

H1 = −J−1,

H2 = −J−2 − ζ(η)J2
−1,

H3 = −J−3 − (ζ(η) + ζ(2η))J−1J−2 −
(
3

2
ζ2(η) − 1

2
℘(η)

)
J3
−1.

(8.12)

In the rational limit, we have

H1 = η2I−1,

H2 = η3(2I−2 − I2−1),

H3 = η4(3I−3 − 3I−1I−2 + I3−1).

(8.13)

We can see that the properly arranged limit η → 0 in (8.7) of the Hamiltonians for positive-time flows

yields Hamiltonians of the Calogero–Moser model, while Hamiltonians (8.13) for negative-time flows vanish

in this limit.

9. Conclusion

The main result in this paper is the precise correspondence between elliptic solutions of the

2D Toda lattice hierarchy and the hierarchy of the Hamiltonian equations for the integrable elliptic

Ruijsenaars–Schneider model with higher Hamiltonians. The zeros of the tau function move as

particles of the Ruijsenaars–Schneider model. We have shown that the mth-time flow tm of the 2DTL

hierarchy gives rise to the flow with the Hamiltonian Hm of the Ruijsenaars–Schneider model, obtained as

the mth coefficient of the expansion of the spectral curve λ(z) in negative powers of z as z → ∞. Moreover,

the mth-time flow t̄m of the 2DTL hierarchy corresponds to the flow with the Hamiltonian Hm of the

Ruijsenaars–Schneider model. obtained as the mth coefficient of the expansion of the spectral curve λ(z)

in positive powers of z as z → 0. The first few Hamiltonians were found explicitly.

For rational and trigonometric degenerations of elliptic solutions, the previous results in [18]–[20],

obtained there by a different method, are reproduced here: the tm time flow of the 2DTL hierarchy gives

rise to the flow with the Hamiltonian Hm proportional to trLm, where L is the Lax matrix, while the t̄m

time flow gives rise to the Hamiltonian flow with the Hamiltonian Hm proportional to trL−m.
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obtain final answer for generation function (6.7) as a sum over sheets. Besides that
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ABSTRACT
We consider solutions of the matrix Kadomtsev–Petviashvili (KP) hierarchy that are elliptic functions of the first hierarchical time t1 = x.
It is known that poles xi and matrix residues at the poles ραβi = aαi bβi of such solutions as functions of the time t2 move as particles of spin
generalization of the elliptic Calogero–Moser model (elliptic Gibbons–Hermsen model). In this paper, we establish the correspondence with
the spin elliptic Calogero–Moser model for the whole matrix KP hierarchy. Namely, we show that the dynamics of poles and matrix residues
of the solutions with respect to the kth hierarchical time of the matrix KP hierarchy is Hamiltonian with the Hamiltonian Hk obtained
via an expansion of the spectral curve near the marked points. The Hamiltonians are identified with the Hamiltonians of the elliptic spin
Calogero–Moser system with coordinates xi and spin degrees of freedom aαi , bβi .

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0051713

I. INTRODUCTION
The Kadomtsev–Petviashvili (KP) hierarchy is an archetypal infinite hierarchy of compatible nonlinear differential equations with

infinitely many independent (time) variables t = {t1, t2, t3, . . .}. In the Lax–Sato formalism, the main object is the Lax operator, which is a
pseudo-differential operator of the form

L = ∂x + u1∂
−1
x + u2∂

−2
x + ⋅ ⋅ ⋅ . (1.1)

The coefficient functions ui are dependent variables. Among all solutions to equations of the hierarchy, of special interest are solutions that
have a finite number of poles in the variable x in a fundamental domain of the complex plane. Most general solutions of this type are those for
which the coefficient functions ui are elliptic (double-periodic in the complex plane) functions of x with poles depending on the times t.

The study of singular solutions to nonlinear integrable equations and dynamics of their poles was initiated in the pioneering papers.1–4

Now, it is a well-known subject in the theory of integrable systems. The remarkable result is that the poles of solutions to the KP equation
as functions of the time t2 move as particles of the integrable Calogero–Moser many-body system,5–8 which is known to be integrable, i.e.,
having a large number of integrals of motion in involution. Elliptic, trigonometric, and rational solutions correspond to the Calogero–Moser
systems with elliptic, trigonometric, and rational potentials, respectively.

In the work of Ref. 9, Shiota showed that in the case of rational solutions, the correspondence between the KP equation and the ratio-
nal Calogero–Moser system can be extended to the whole KP hierarchy. Namely, the evolution of poles with respect to the higher time
tm was considered, and it was shown that it is described by the higher Hamiltonian flow of the rational Calogero–Moser system with the
Hamiltonian Hm = tr Lm, where L is the Lax matrix depending on the coordinates and momenta in a special way. Recently, this remark-
able correspondence was generalized to trigonometric and elliptic solutions to the KP hierarchy (see Refs. 10–12). However, in the elliptic

J. Math. Phys. 62, 061502 (2021); doi: 10.1063/5.0051713 62, 061502-1
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case, this correspondence is no longer formulated in terms of traces of the Lax matrix (which, in this case, depends on a spectral para-
meter). Instead, the Hamiltonian Hm that governs the dynamics of poles with respect to tm is shown to be obtained by the expansion of the
Calogero–Moser spectral curve near a distinguished marked point. It was also shown in Ref. 12 that for trigonometric and rational degener-
ations of elliptic solutions, this construction gives the results, which agree with the previously obtained ones for trigonometric and rational
solutions.

There exists a matrix generalization of the KP hierarchy (matrix KP hierarchy). In the matrix KP hierarchy, the coefficient functions
ui in the Lax operator (1.1) are n × n matrices. Like the KP hierarchy, it is an infinite set of compatible nonlinear differential equations
with infinitely many independent variables t and matrix dependent variables. It is a subhierarchy of a more general multi-component (n-
component) KP hierarchy,13–16 which has an extended set of independent variables {t1, t2, . . . , tn}, tα = {tα,1, tα,2, tα,3, . . .}, α = 1, . . . , n. The
matrix KP hierarchy is obtained by the restriction tα,m = tm for all α, m.

The elliptic, trigonometric, and rational solutions to the matrix KP equation were investigated in Ref. 17. In the matrix case, the data of
singular solutions include not only the positions of poles xi but also some “internal degrees of freedom,” which are matrix residues at the poles
(they were fixed in the scalar case). In the work of Ref. 17, it was shown that the dynamics of the data of such solutions with respect to the
time t2 is isomorphic to the dynamics of a spin generalization of the Calogero–Moser system, which is also known as the Gibbons–Hermsen
model.18 It is a system of N particles with coordinates xi and with internal degrees of freedom represented by n-dimensional column vec-
tors ai, bi with components aαi and bαi , α = 1, . . . , n. The rank 1 matrices ρi = aibT

i , where bT
i is the row vector obtained from the vector bi

by transposition, represent matrix residues at the poles xi. The particles pairwise interact with each other. The Hamiltonian of the elliptic
model is

H =
N

∑
i=1

p2
i −∑

i≠k
(bT

i ak)(b
T
k ai)℘(xi − xk), (1.2)

where ℘(x) is the Weierstrass ℘-function, which is the elliptic function with the only second order pole at x = 0 in the fundamental
domain. The non-vanishing Poisson brackets are {xi, pk} = δik, {aαi , bβk} = δαβδik. The model is known to be integrable, possessing the Lax
representation with the Lax matrix L(λ) depending on a spectral parameter λ lying on an elliptic curve.

The extension of the isomorphism between rational and trigonometric solutions of the matrix KP equation and the Gibbons–Hermsen
system to the whole hierarchy was recently made in Ref. 19 for rational solutions and in Ref. 20 for trigonometric ones. In this paper, we
generalize these results to elliptic solutions of the matrix KP hierarchy.

Our main result is that the dynamics of poles xi and vectors ai and bi, which parameterize matrix residues at the poles with respect to
all higher times tm of the matrix KP hierarchy, is Hamiltonian, with the corresponding Hamiltonians being higher Hamiltonians of the spin
elliptic Calogero–Moser model. We find them in terms of expansion of the spectral curve

det
N×N
((z + ζ(λ))I − L(λ)) = 0 (1.3)

[ζ(λ) is the Weierstrass ζ-function] near some distinguished marked points at infinity. The spectral curve is a covering of the elliptic curve
where the spectral parameter λ lives. We show that above the point λ = 0, there are n points at infinity Pα = (∞α, 0), where z = ∞, so that
there are n distinguished sheets of the covering (neighborhoods of the points Pα). In a neighborhood of the point λ = 0n, different branches of
the function z(λ) such that z(λ) → ∞ as λ→ 0 are defined by the equation of the spectral curve. Let us denote them by zα(λ), and let λα(z)

be inverse functions. Our main result is that the sum over all branches
n
∑
α=1

λα(z) is the generating function for the Hamiltonians Hm,

n

∑
α=1

λα(z) = −Nz−1
− ∑

m≥1
z−m−1Hm (1.4)

or Hm = −
n
∑
α=1

res
∞(zmλα(z)). We also show that the degeneration of this construction to the rational and trigonometric cases allows one to

reproduce the results of Refs. 19 and 20.
The organization of this paper is as follows. In Sec. II, we remind the reader the main facts about the multi-component and matrix

KP hierarchies. We recall both the Lax–Sato approach based on Lax equations and the bilinear (Hirota) approach based on the bilinear
relation for the tau-function. In Sec. III, we introduce elliptic solutions and discuss the corresponding double-Bloch solutions for the wave
function. Section IV contains the derivation of the dynamics of poles and residues with respect to time t2. Following Ref. 17, we derive
the equations of motion together with their Lax representation. In Sec. V, we discuss the properties of the spectral curve and define the
distinguished branches of the function z(λ) around the point λ = 0. Sections VI and VII are devoted to the derivation of the Hamiltonian
dynamics of poles and residues in the higher times tm, respectively. In Sec. VIII, we find explicitly the first two Hamiltonians using expansion
(1.4) and identify them with the Hamiltonians of the spin generalization of the Calogero–Moser system. Finally, in Sec. IX, we consider the
rational and trigonometric degenerations of our construction and show that the results of the previous works are reproduced by the new
approach.
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II. THE MATRIX KP HIERARCHY
Here, we briefly review the main facts about the multi-component and matrix KP hierarchies following.15,16 We start from the more

general multi-component KP hierarchy. The independent variables are n infinite sets of continuous “times”

t = {t1, t2, . . . , tn}, tα = {tα,1, tα,2, tα,3, . . . }, α = 1, . . . , n.

It is also convenient to introduce the variable x such that

∂x =
n

∑
α=1

∂tα,1 . (2.1)

The hierarchy is an infinite set of evolution equations in times t for matrix functions of the variable x.
In the Lax–Sato formalism, the main object is the Lax operator, which is a pseudo-differential operator of the form

L = ∂x + u1∂
−1
x + u2∂

−2
x + ⋅ ⋅ ⋅ , (2.2)

where the coefficients ui = ui(x, t) are n × n matrices. The coefficient functions uk depend on x and also on all the times

uk(x, t) = uk(x + t1,1, x + t2,1, . . . , x + tn,1; t1,2, . . . , tn,2; . . .).

In addition, there are other matrix pseudo-differential operators R1, . . . ,Rn of the form

Rα = Eα + uα,1∂
−1
x + uα,2∂

−2
x + ⋅ ⋅ ⋅ , (2.3)

where Eα is the n × n matrix with the (α,α) element equal to 1 and all other components equal to 0 and uα,i are also n × n matrices. The
operators L, R1, . . . ,Rn satisfy the following conditions:

LRα = RαL, RαRβ = δαβRα,
n

∑
α=1

Rα = I, (2.4)

where I is the unity matrix. The Lax equations of the hierarchy that define evolution in the times read

∂tα,kL = [Bα,k, L], ∂tα,kRβ = [Bα,k, Rβ], Bα,k = (LkRα)
+

, k = 1, 2, 3, . . . , (2.5)

where (. . .)+ means the differential part of a pseudo-differential operator, i.e., the sum of all terms with ∂k
x , where k ≥ 0.

Let us introduce the matrix pseudo-differential “wave operator” W with matrix elements

Wαβ = δαβ +∑
k≥1
ξ(k)αβ (x, t)∂−k

x , (2.6)

where ξ(k)αβ (x, t) are the some matrix functions. The operators L and Rα are obtained from the “bare” operators I∂x and Eα by “dressing” by
means of the wave operator,

L =W∂xW−1, Rα =WEαW−1. (2.7)

Clearly, there is an ambiguity in the definition of the dressing operator: it can be multiplied from the right by any pseudo-differential operator
with constant coefficients commuting with Eα for any α.

A very important role in the theory is played by the wave function Ψ and its adjoint Ψ† (hereafter, † does not mean Hermitian
conjugation). The wave function is defined as a result of action of the wave operator to the exponential function,

Ψ(x, t; z) =W exp(xzI +
n

∑
α=1

Eαξ(tα, z)), (2.8)

where we use the standard notation
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ξ(tα, z) = ∑
k≥1

tα,kzk.

By definition, the operators ∂−k
x with negative powers act to the exponential function as ∂−k

x exz
= z−kexz . The wave function depends on the

spectral parameter z, which does not enter the auxiliary linear problems explicitly. The adjoint wave function is introduced by the following
formula:

Ψ†
(x, t; z) = exp(−xzI −

n

∑
α=1

Eαξ(tα, z))W−1. (2.9)

Here, we use the convention that the operators ∂x that enter W−1 act to the left rather than to the right, the left action being defined as

f
←

∂x ≡ −∂x f . Clearly, the expansion of the wave function as z →∞ is as follows:

Ψαβ(x, t; z) = exz+ξ(tβ ,z)
(δαβ + ξ

(1)
αβ z−1

+ ξ(2)αβ z−2
+ ⋅ ⋅ ⋅ ). (2.10)

As is proved in Ref. 16, the wave function satisfies the linear equations

∂tα,mΨ(x, t; z) = Bα,mΨ(x, t; z), (2.11)

where Bα,m is the differential operator (2.5), i.e., Bα,m = (WEα∂m
x W−1

)
+

and the adjoint wave function satisfies the transposed equations

− ∂tα,mΨ
†
(x, t; z) = Ψ†

(x, t; z)Bα,m. (2.12)

Again, the operator Bα,m here acts to the left. In particular, it follows from (2.11) and (2.12) at m = 1 that

n

∑
α=1

∂tα,1Ψ(x, t; z) = ∂xΨ(x, t; z),
n

∑
α=1

∂tα,1Ψ
†
(x, t; z) = ∂xΨ†

(x, t; z), (2.13)

so the vector field ∂x can be naturally identified with the vector field∑α∂tα,1 .
Another approach to the multi-component KP hierarchy is provided by the bilinear formalism. In the bilinear formalism, the dependent

variables are the tau-function τ(x, t) and tau-functions ταβ(x, t) such that ταα(x, t) = τ(x, t) for any α. The n-component KP hierarchy is the
infinite set of bilinear equations for the tau-functions, which are encoded in the basic bilinear relation

n

∑
ν=1

ϵανϵβν∮
C∞

dz zδαν+δβν−2eξ(tν−t′ν , z)ταν(x, t − [z−1
]ν)τνβ(x, t′ + [z−1

]ν) = 0 (2.14)

valid for any t, t′. Here, ϵαβ is a sign factor: ϵαβ = 1 if α ≤ β and ϵαβ = −1 if α > β. In (2.14), we use the following standard notation:

(t ± [z−1
]γ)αk

= tα,k ± δαγ
z−k

k
.

The integration contour C∞ is a big circle around∞.
The tau-functions are universal dependent variables of the hierarchy. All other objects including the coefficient functions ui of the Lax

operator and the wave functions can be expressed in terms of them. In particular, for the wave function and its adjoint, we have

Ψαβ(x, t; z) = ϵαβ
ταβ(x, t − [z−1]β)

τ(x, t)
zδαβ−1eξ(tβ ,z),

Ψ†
αβ(x, t; z) = ϵβα

ταβ(x, t + [z−1]α)
τ(x, t)

zδαβ−1e−ξ(tα ,z).
(2.15)

Note that the bilinear relation (2.14) can be written in the form

∮
C∞

dzΨ(x, t; z)Ψ†
(x, t′; z) = 0. (2.16)
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The coefficient ξ(1)αβ (x, t) plays an important role in what follows. Equation (2.15) implies that this coefficient is expressed through the
tau-functions as

ξ(1)αβ (x, t) =

⎧⎪⎪⎪⎪⎪
⎨
⎪⎪⎪⎪⎪⎩

ϵαβ
ταβ(x, t)
τ(x, t)

, α ≠ β

−
∂tβτ(x, t)
τ(x, t)

, α = β.
(2.17)

Let us point out a useful corollary of the bilinear relation (2.14). Differentiating it with respect to tκ,m and putting t′ = t after this, we
obtain

1
2πi ∮C∞

dz zmΨακ(x, t; z)Ψ†
κβ(x, t; z) = −∂tκ,mξ

(1)
αβ (x, t) (2.18)

or, equivalently,

res
∞
(zmΨακΨ†

κβ) = −∂tκ,mξ
(1)
αβ . (2.19)

The integrand in (2.18) should be regarded as a Laurent series in z, and the residue at infinity is defined according to the convention
res
∞
(z−k
) = δk1.

The matrix KP hierarchy is a subhierarchy of the multi-component KP one. It is obtained by the following restriction of the independent

variables: tα,m = tm for each α and m. The corresponding vector fields are related as ∂tm =
n
∑
α=1

∂tα,m . As is clear from (2.10), the wave function

for the matrix KP hierarchy has the expansion

Ψαβ(x, t; z) = (δαβ + ξ
(1)
αβ (t)z

−1
+O(z−2

))exz+ξ(t,z), (2.20)

where ξ(t, z) = ∑
k≥1

tkzk. Equation (2.11) implies that the wave function of the matrix KP hierarchy and its adjoint satisfy the linear

equations

∂tmΨ(t; z) = BmΨ(t; z), −∂tmΨ
†
(t; z) = Ψ†

(t; z)Bm, m ≥ 1, (2.21)

where Bm is the differential operator Bm = (W∂m
x W−1

)
+

. At m = 1, we have ∂t1Ψ = ∂xΨ, so we can identify ∂x = ∂t1 =
N
∑
α=1

∂tα,1 . This means that

the evolution in the time t1 is simply a shift of the variable x: ξ(k)
(x, t1, t2, . . .) = ξ(k)

(x + t1, t2, . . .). At m = 2, Eq. (2.21) turns into the linear
problems

∂t2Ψ = ∂
2
xΨ + 2V(x, t)Ψ, (2.22)

− ∂t2Ψ
†
= ∂2

xΨ
†
+ 2Ψ†V(x, t), (2.23)

which have the form of the matrix non-stationary Schrödinger equations with

V(x, t) = −∂xξ(1)(x, t). (2.24)

Summing (2.18) over κ, we obtain an analog of (2.18) for the matrix KP hierarchy,

1
2πi

n

∑
ν=1
∮

C∞
dz zmΨαν(x, t; z)Ψ†

νβ(x, t; z) = −∂tmξ
(1)
αβ (x, t). (2.25)

Below, we will use Eqs. (2.18) and (2.25) for the derivation of dynamics of poles and residues of elliptic solutions in higher times.

III. ELLIPTIC SOLUTIONS OF THE MATRIX KP HIERARCHY AND DOUBLE-BLOCH FUNCTIONS
Our aim is to study solutions to the matrix KP hierarchy, which are elliptic functions of the variable x (and, therefore, t1). For the elliptic

solutions, we take the tau-function in the form
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τ(x, t) = C
N

∏
i=1

σ(x − xi(t)), (3.1)

where

σ(x) = σ(x∣ω,ω′) = x∏
s≠0
(1 −

x
s
) e

x
s +

x2

2s2 , s = 2ωm + 2ω′m′, with integer m, m′

being the Weierstrass σ-function with quasi-periods 2ω, 2ω′ such that Im(ω′/ω) > 0. It is connected with the Weierstrass ζ- and ℘-functions
by the formulas ζ(x) = σ′(x)/σ(x) and ℘(x) = −ζ′(x) = −∂2

x log σ(x). The monodromy properties of the function σ(x) are

σ(x + 2ω) = −e2ζ(ω)(x+ω)σ(x), σ(x + 2ω′) = −e2ζ(ω′)(x+ω′)σ(x), (3.2)

where the constants ζ(ω) and ζ(ω′) are related by ζ(ω)ω′ − ζ(ω′)ω = πi/2. The N zeros xi of (3.1) are assumed to be all distinct.
We also assume that the tau-functions ταβ at α ≠ β have the form

ταβ(x, t) = Cαβ

N

∏
i=1

σ(x − x(αβ)i (t)), (3.3)

with

∑
i

xi(t) = ∑
i

x(αβ)i (t) for all α,β. (3.4)

The consistency of this assumption is justified below.
Equation (2.17) together with condition (3.4) implies that V(x, t) = −∂xξ(1) in the linear problem (2.22) is an elliptic function of x.

Therefore, one can find solutions to (2.22), which are double-Bloch functions. The double-Bloch function satisfies the monodromy prop-
erties Ψαβ(x + 2ω) = BβΨαβ(x), Ψαβ(x + 2ω′) = B′βΨαβ(x) with some Bloch multipliers Bβ, B′β. The Bloch multipliers of the wave function
(2.15) are

Bβ = exp(2ωz − 2ζ(ω)∑
i
(e−Dβ(z)−1)xi)),

B′β = exp(2ω′z − 2ζ(ω′)∑
i
(e−Dβ(z)−1)xi)),

(3.5)

where the differential operator Dβ(z) is

Dβ(z) = ∑
k≥1

z−k

k
∂tβ,k . (3.6)

Since the right-hand side of (2.25) is an elliptic function of x, the Bloch multipliers of the adjoint wave function should be 1/Bα, 1/B′α:
Ψ†
αβ(x + 2ω) = (Bα)

−1Ψ†
αβ(x), Ψ

†
αβ(x + 2ω′) = (B′α)−1Ψ†

αβ(x).
Any non-trivial double-Bloch function (i.e., the one which is not just an exponential function) must have at least one pole in x in the

fundamental domain. Let us introduce the elementary double-Bloch function Φ(x, λ) having just one pole in the fundamental domain and
defined as

Φ(x, λ) =
σ(x + λ)
σ(λ)σ(x)

e−ζ(λ)x (3.7)

[here, ζ(λ) is the Weierstrass ζ-function]. The monodromy properties of the function Φ follow from (3.2),

Φ(x + 2ω, λ) = e2(ζ(ω)λ−ζ(λ)ω)Φ(x, λ),

Φ(x + 2ω′, λ) = e2(ζ(ω′)λ−ζ(λ)ω′)Φ(x, λ).

We see that it is indeed a double-Bloch function. It has a single simple pole in the fundamental domain at x = 0 with residue 1,

Φ(x, λ) =
1
x
−

1
2
℘(λ)x + ⋅ ⋅ ⋅ , x → 0.
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It is easy to see that Φ(x, λ) is an elliptic function of λ. The expansion as λ→ 0 is

Φ(x, λ) = (λ−1 + ζ(x) + 1
2
(ζ2(x) − ℘(x))λ +O(λ2))e−x/λ. (3.8)

We will also need the x-derivatives Φ′(x, λ) = ∂xΦ(x, λ) and Φ′′(x, λ) = ∂2
xΦ(x, λ).

It is clear from (2.15) that the wave functions Ψ, Ψ† (and thus the coefficient ξ(1)), as functions of x, have simple poles at x = xi. It is
shown in Ref. 19 that the residues at these poles are matrices of rank 1. We parameterize the residues of ξ(1) through the column vectors
ai = (a1

i , a2
i , . . . , an

i )
T and bi = (b1

i , b2
i , . . . , bn

i )
T (T means transposition),

ξ(1)αβ = Sαβ −∑
i

aαi bβi ζ(x − xi), (3.9)

where Sαβ does not depend on x. Therefore,

V(x, t) = −∑
i

aαi bβi ℘(x − xi). (3.10)

The components of the vectors ai, bi are going to be spin variables of the elliptic Gibbons–Hermsen model.
One can expand the wave functions using the elementary double-Bloch functions as follows:

Ψαβ = ekβx+ξ(t,z)
∑

i
aαi cβi Φ(x − xi, λβ), (3.11)

Ψ†
αβ = e−kαx−ξ(t,z)

∑
i

c∗αi bβi Φ(x − xi,−λα), (3.12)

where cαi and c∗αi are components of some x-independent vectors ci = (c1
i , . . . , cn

i )
T and c∗i = (c∗1

i , . . . , c∗n
i )

T . This is similar to the expansion
of a rational function in a linear combination of simple fractions.

One can see that (3.11) is a double-Bloch function with Bloch multipliers

Bβ = e2ω(kβ−ζ(λβ))+2ζ(ω)λβ , B′β = e2ω′(kβ−ζ(λβ))+2ζ(ω′)λβ , (3.13)

and (3.12) has Bloch multipliers (Bα)
−1 and (B′α)−1. These Bloch multipliers should coincide with (3.5). Therefore, comparing (3.5) with

(3.13), we get

2ω(kβ − z − ζ(λβ)) + 2ζ(ω)(λβ + (e
−Dβ(z) − 1)∑

i
xi) = 2πin,

2ω′(kβ − z − ζ(λβ)) + 2ζ(ω′)(λβ + (e
−Dβ(z) − 1)∑

i
xi) = 2πin′

with some integer n, n′. These equations can be regarded as a linear system. The solution is

kβ − z − ζ(λβ) = 2n′ζ(ω) − 2nζ(ω′),

λβ + (e
−Dβ(z) − 1)∑

i
xi = 2nω′ − 2n′ω.

Shifting λβ by a suitable vector of the lattice spanned by 2ω, 2ω′, we can represent the connection between the spectral parameters kβ, z, λβ in
the form

⎧⎪⎪⎪
⎨
⎪⎪⎪⎩

kβ = z + ζ(λβ),
λβ = (1 − e−Dβ(z))∑

i
xi.

(3.14)

These two equations for three spectral parameters kβ, z, λβ determine the spectral curve, with the index β numbering different sheets of it.
Another description of the same spectral curve is obtained below as the spectral curve of the spin generalization of the Calogero–Moser
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system [it is given by the characteristic polynomial of the Lax matrix L(λ) for the spin Calogero–Moser system]. As we shall see below, it has
the form R(k, λ) = 0, where R(k, λ) is a polynomial in k whose coefficients are elliptic functions of λ. These coefficients are integrals of motion
in involution. The spectral curve in the form R(k, λ) = 0 appears if one excludes z from Eq. (3.14). Equivalently, one can represent the spectral
curve as a relation connecting z and λβ,

R(z + ζ(λβ), λβ) = 0. (3.15)

The function z(λ) defined by this equation is multivalued, zβ(λ) being different branches of this function. Then, the function λβ(z) is the
inverse function to zβ(λ). Using the same arguments as in Ref. 12, one can see that the second equation in (3.14) can be written as

λβ(z) = Dβ(z)∑
i

xi = ∑
j≥1

z−j

j
V(β)j , V(β)j = ∂tβ,j∑

i
xi, (3.16)

where λβ(z) should be understood as the expansion of the βth branch of the function λ(z) in negative powers of z near z = ∞.

IV. DYNAMICS OF POLES AND RESIDUES IN t2

We first consider the dynamics of the poles and residues with respect to time t2. Following Krichever’s approach, we consider the linear
problems [(2.22) and (2.23)] and substitute the pole ansatz [(3.11) and (3.12)] for the wave functions.

Consider first the equation for Ψ. After the substitution, we see that the expression has poles at x = xi up to the third order. Equating
coefficients at the poles of different orders at x = xi, we get the following conditions:

● At 1
(x−xi)

3 , bνi aνi = 1.

● At 1
(x−xi)

2 , − 1
2 ẋic

β
i −∑

j≠i
bνi aνj cβj Φ(xi−xj, λβ) = kβcβi .

● At 1
x−xi

, ∂t2(a
α
i cβi ) = (k

2
β − z2

+ ℘(λβ))aαi cβi

−2∑
j≠i

aαi bνi aνj cβj Φ
′
(xi − xj, λβ) − 2cβi∑

j≠i
aνi bνj aαj ℘(xi − xj),

where dot means the t2-derivative. Here and below summation over repeated Greek indices, numbering components of vectors from 1 to n is
implied, unless otherwise stated. Similar calculations for the linear problem for Ψ† lead to the following conditions:

● At 1
(x−xi)

3 , bνi aνi = 1 (the same as above).
● At 1

(x−xi)
2 , − 1

2 ẋic∗αi −∑
j≠i

c∗αj bνj aνiΦ(xj−xi, λα) = kαc∗αi .

● At 1
x−xi

, ∂t2(c
∗α
i bβi ) = −(k

2
β − z2

+ ℘(λα))c∗αi bβi

+2∑
j≠i

c∗αj bνj aνi bβi Φ
′
(xj − xi, λα) + 2c∗αi ∑

j≠i
bνi aνj bβj ℘(xi − xj).

Here, we have used the obvious property Φ(x,−λ) = −Φ(−x, λ).
The conditions coming from the third order poles are constraints on the vectors ai, bi. The other conditions can be written as

⎧⎪⎪
⎨
⎪⎪⎩

(kβI − L(λβ))cβ = 0,

ċβ =M(λβ)cβ,
(4.1)

⎧⎪⎪
⎨
⎪⎪⎩

c∗α(kαI − L(λα)) = 0,

ċ∗α = c∗αM∗(λα)
(4.2)

(no summation over α,β), where cβ = (cβ1 , . . . cβN)
T and c∗α = (c∗α1 , . . . c∗αN ) are N-dimensional vectors, I is the unity matrix, and L(λ), M(λ),

and M ∗ (λ) are N ×N matrices of the form

Lij(λ) = −
1
2

ẋiδij − (1 − δij)bνi aνjΦ(xi − xj, λ), (4.3)

Mij(λ) = (k2
− z2
+ ℘(λ) −Λi)δij − 2(1 − δij)bνi aνjΦ

′
(xi − xj, λ), (4.4)

M∗ij (λ) = −(k
2
− z2
+ ℘(λ) −Λ∗i )δij + 2(1 − δij)bνi aνjΦ

′
(xi − xj, λ). (4.5)
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Here,

Λi =
ȧαi
aαi
+ 2∑

j≠i

aαj bνj aνi
aαi

℘(xi − xj), −Λ∗i =
ḃαi
bαi
− 2∑

j≠i

bνi aνj bαj
bαi

℘(xi − xj) (4.6)

do not depend on the index α (there is summation over ν but no summation over α). In fact, one can see thatΛi = Λ∗i so that M∗(λ) = −M(λ).
Indeed, multiplying Eq. (4.6) by aαi bαi (no summation here), summing over α, and summing the two equations, we getΛi −Λ∗i = ∂t2(a

α
i bαi ) = 0

by virtue of the constraint aαi bαi = 1.
Differentiating the first equation in (4.1) by t2, we get the compatibility condition of Eq. (4.1),

(L̇ + [L, M])cβ = 0. (4.7)

One can see, taking into account Eq. (4.6), that we write here in the form

ȧαi = Λiaαi − 2∑
j≠i

aαj bνj aνi℘(xi − xj), (4.8)

ḃαi = −Λibαi + 2∑
j≠i

bνi aνj bαj ℘(xi − xj) (4.9)

(in this form, they are equations of motion for the spin degrees of freedom) that the off-diagonal elements of the matrix L̇ + [L, M] are equal
to zero. Vanishing of the diagonal elements yields equations of motion for the poles xi,

ẍi = 4∑
j≠i

bμi aμkbνkaνi℘
′
(xi − xj). (4.10)

The gauge transformation aαi → aαi qi, bαi → bαi q−1
i with qi = exp(∫

t2Λidt) eliminates the terms with Λi in (4.8) and (4.9), so we can put Λi = 0.
This gives the equations of motion

ȧαi = −2∑
j≠i

aαj bνj aνi℘(xi − xj), ḃαi = 2∑
j≠i

bνi aνj bαj ℘(xi − xj). (4.11)

Together with (4.10), they are equations of motion of the elliptic Gibbons–Hermsen model. Their Lax representation is given by the matrix
equation L̇ = [M, L]. It states that the time evolution of the Lax matrix is an isospectral transformation. It follows that the quantities tr Lm

(λ)
are integrals of motion. In particular,

H2 =
N

∑
i=1

p2
i −∑

i≠j
bμi aμj bνj aνi℘(xi − xj) = tr L2

(λ) + const (4.12)

is the Hamiltonian of the elliptic Gibbons–Hermsen model. Equations of motion (4.10) and (4.11) are equivalent to the Hamiltonian
equations

ẋi =
∂H2

∂pi
, ṗi = −

∂H2

∂xi
, ȧαi =

∂H2

∂bαi
, ḃαi = −

∂H2

∂aαi
. (4.13)

We see that ẋi = 2pi and the Lax matrix is expressed through the momenta as follows:

Lij(λ) = −piδij − (1 − δij)bνi aνjΦ(xi − xj, λ). (4.14)

As we shall see, the higher time flows are also Hamiltonian with the Hamiltonians being linear combinations of spectral invariants of the
Lax matrix, i.e., linear combinations of traces of its powers tr Lj

(λ). It is not difficult to see that

Gαβ
= ∑

i
aαi bβi (4.15)

are integrals of motion for all time flows: ∂tm Gαβ
= 0. Indeed, we have

J. Math. Phys. 62, 061502 (2021); doi: 10.1063/5.0051713 62, 061502-9

Published under an exclusive license by AIP Publishing

137

https://scitation.org/journal/jmp


Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp

∂tm(∑
i

aαi bβi ) = ∑
i

⎛

⎝
bβi

∂Hm

∂bαi
− aαi

∂Hm

∂aβi

⎞

⎠
,

and this is zero because Hm is a linear combination of tr Lj
(λ) and

∑
i

⎛

⎝
bβi tr(

∂L
∂bαi

Lj−1
) − aαi tr

⎛

⎝

∂L
∂aβi

Lj−1⎞

⎠

⎞

⎠

= ∑
i
∑
l,k

⎛

⎝
bβi

∂Llk

∂bαi
Lj−1

kl − aαi
∂Llk

∂aβi
Lj−1

kl

⎞

⎠

= ∑
i
∑
l≠k
(δik − δil)b

β
l aαkΦ(xl − xk)L

j−1
kl = 0.

A simple lemma from the linear algebra states that eigenvalues να of the n × n matrix G (4.15) coincide with nonzero eigenvalues of the
rank nN ×N matrix F with matrix elements

Fij = bνi aνj . (4.16)

(We assume that n ≤ N.) Indeed, consider the rectangular N × n matrix Aiα = aαi and Biβ = bβi , and then, G = ATB, F = BAT , and a straight-
forward verification shows that traces of all powers of these matrices coincide: tr Gm

= trFm for all m ≥ 1. This means that their nonzero

eigenvalues also coincide. Note that tr G =
n
∑
α=1

να = N.

V. THE SPECTRAL CURVE
The first of Eq. (4.1) determines a connection between the spectral parameters k = kβ, λ = λβ, which is the equation of the spectral

curve

R(k, λ) ∶= det(kI − L(λ)) = 0. (5.1)

As already mentioned, the spectral curve is an integral of motion. The matrix L = L(λ) has an essential singularity at λ = 0. It can be repre-
sented in the form L = VL̃V−1, where V is the diagonal matrix Vij = δije−ζ(λ)xi . Matrix elements of L̃ do not have any essential singularity in λ.
We conclude that

R(k, λ) =
N

∑
m=0

Rm(λ)km,

where the coefficients Rm(λ) are elliptic functions of λ with poles at λ = 0. They can be represented as linear combinations of the ℘-function
and its derivatives, coefficients of this expansion being integrals of motion. Fixing their values, we obtain an algebraic curve Γ, which is an
N-sheet covering of the initial elliptic curve E realized as a factor of the complex plane with respect to the lattice generated by 2ω, 2ω′.

In a neighborhood of the point λ = 0, the matrix L̃(λ) can be represented as

L̃(λ) = λ−1
(I − F) +O(1),

where F is the rank n matrix (4.16) (recall that n ≤ N). This matrix has N − n vanishing eigenvalues and n nonzero eigenvalues να, α = 1, . . . , n.
They are time-independent quantities because as we have shown above, they coincide with eigenvalues of the matrix G (4.15), which is an
integral of motion. Therefore, we can write

det(kI − L(λ)) =
n

∏
α=1
(k − (1 − να)λ−1

− hα(λ))
N

∏
j=n+1
(k − λ−1

− hj(λ)),

where hα, hj are regular functions of λ near λ = 0. This means that the function k has simple poles on all sheets at the points of the curve Γ
located above λ = 0. Now, recalling the connection between k and z given by the first equation in (3.14), we have

det((z + ζ(λ))I − L(λ)) =
n

∏
α=1
(z + ναλ−1

− hα(λ))
N

∏
j=n+1
(z − hj(λ)). (5.2)
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We see that n sheets of the curve Γ lying above a neighborhood of the point λ = 0 are distinguished. There are n points at infinity above λ = 0:
P(∞)1 = (∞1, 0), . . . , P(∞)n = (∞n, 0). In the vicinity of the point P(∞)α , the function λ = λα(z) has the following expansion:

λ = λα(z) = −ναz−1
+O(z−2

). (5.3)

As shown in Ref. 17, the points P(∞)α ∈ Γ are the marked points, where the Baker–Akhiezer function on the spectral curve has essential
singularities.

With expansion (5.3) at hand, we can make a more detailed identification of wave function (2.15) with expansion (2.20) and wave
function (3.11). The expansion of function (3.11) as λβ → 0 yields

Ψαβ = ezx+ξ(t,z)
∑

i
(aαi bβi ν

−1
β + λβν

−1
β (a

α
i dβi + aαi bβi ζ(x − xi)) +O(λ2

β)),

where we took into account that the identification implies the expansion

cβi = ν
−1
β λ−1

β e−xiζ(λ)(bβi + λβdβi +O(λ2
β)), λβ → 0. (5.4)

Therefore, taking into account (5.3), we can write

Ψαβ = ezx+ξ(t,z)
(∑

i
aαi bβi ν

−1
β + z−1

(Sαβ−∑
i

aαi bβi ζ(x − xi)) +O(z−2
)).

Comparing with (2.20), we conclude that

∑
i

aαi bβi = ναδαβ. (5.5)

It is easy to see that the Hamiltonian and the Lax matrix are invariant with respect to the gauge transformation

ai →W−1ai, bT
i → bT

i W (5.6)

with arbitrary non-degenerate n × n matrix W. Therefore, after the transformation G→W−1 gW, the matrix G can always be regarded as a
diagonal matrix, as in (5.5), with the eigenvalues being the same as nonzero eigenvalues να of the N ×N matrix F.

VI. DYNAMICS OF POLES IN THE HIGHER TIMES
Our basic tool is Eq. (2.18). Substituting Ψ, Ψ† in the form (3.11) and (3.12) and ξ(1) in the form (3.9), we have

1
2πi ∮C∞

dz zm∑
i,j

aαi cνi c∗νj bβj Φ(x − xi, λν)Φ(x − xj,−λν)

= ∑
i
∂tν,m xiaαi bβi ℘(x − xi) +∑

i
∂tν,m(aαi bβi )ζ(x − xi)

(6.1)

(no summation over ν here). Equating the coefficients in front of the second order poles at x = xi, we get the relation

∂tν,m xi = res
∞
(zmc∗νi cνi ) = res

∞
(zmc∗νEicν), (6.2)

where Ei is the diagonal N ×N matrix with matrix elements (Ei)jk = δijδik (again, no summation over ν). Summing over i, we get

∂tν,m∑
i

xi = res
∞
(zmc∗νcν). (6.3)

Comparing with Eq. (3.16), we conclude that
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c∗αcα = −ναz−2
+ ∑

m≥2
z−m−1∂tα,m∑

i
xi = −λ′α(z) (6.4)

(no summation over α). Substituting Ei = −∂pi L in (6.2) and using (4.1), (4.2), and (6.4), we have:

∂tm xi = ∑
ν

res
∞
(zmc∗νEicν) = −∑

ν
res
∞
(zmc∗ν∂pi L(λν)c

ν
)

= −∑
ν

res
∞
(zm∂pi(c

∗νL(λν)cν)) +∑
ν

res
∞
(zm
(∂pi c

∗ν
)L(λν)cν) +∑

ν
res
∞
(zmc∗νL(λν)∂pi c

ν
)

= −∑
ν

res
∞
(zm∂pi(c

∗νL(λν)cν)) +∑
ν

res
∞
(zm
(∂pi c

∗ν
)kνcν) +∑

ν
res
∞
(zmc∗νkν∂pi c

ν
)

= −∑
ν

res
∞
(zm∂pi(c

∗νkνcν)) +∑
ν

res
∞
(zmkν∂pi(c

∗νcν))

= ∑
ν

res
∞
(zmλ′ν(z)∂pi kν).

Regarding z as an independent variable, we apply the same argument as in Ref. 12 to obtain

∂tm xi = −∑
ν

res
∞
(zm∂piλν(z)). (6.5)

In this way, we obtain the first half of the higher Hamiltonian equations for poles

∂tm xi =
∂Hm

∂pi
, (6.6)

with the Hamiltonian

Hm =
n

∑
α=1

res
∞
(zmλα(z)). (6.7)

The second half of the Hamiltonian equations for poles can be obtained by taking the t2-derivative of (6.2) and using (4.1) and (4.2). In
this way, we obtain

∂tν,m ẋi = res
∞
(zmc∗ν[Ei, M(λν)]cν). (6.8)

A straightforward verification shows that

[Ei, M(λ)] = 2∂xi L(λ). (6.9)

Recalling also that ẋi = 2pi, we rewrite (6.8) as

∂tν,m pi = res
∞
(zmc∗ν∂xi L(λν)c

ν
) (6.10)

(no summation over ν). With relation (6.10) at hand, one can repeat the chain of equalities after Eq. (6.4) with the change ∂pi → ∂xi to
obtain

∂tm pi = ∑
ν

res
∞
(zm∂xiλν(z)) (6.11)

so that

∂tm pi = −
∂Hm

∂xi
(6.12)

with the same Hamiltonian (6.7).
Let us make some comments on a more general case when the tau-function for elliptic solutions has a slightly more general form
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τ(x, t) = eQ(x,t)
N

∏
i=1

σ(x − xi(t)), (6.13)

where

Q(x, t) = c(x + t1)
2
+ (x + t1)∑

j≥2
ajtj + b(t2, t3, . . .) (6.14)

with some constants c, aj and a function b(t2, t3, . . .). Repeating the arguments leading to (6.5), one can see that now the first equation in
(3.14) will be modified as

kβ = z − α(z) + ζ(λβ), α(z) = 2cz−1
+∑

j≥2

aj

j
z−j. (6.15)

Instead of (6.5), we will have

∂tm xi = −∑
ν

res
∞
(zm∂piλν(z)(1 − α

′
(z))), (6.16)

so the Hamiltonian for the m-th flow will be a linear combination of Hm and Hj with 1 ≤ j < m.

VII. DYNAMICS OF SPIN VARIABLES IN THE HIGHER TIMES
The Hamiltonian dynamics of spin variables in the higher times can be derived by analysis of first order poles in (6.1). Equating

coefficients in front of first order poles, we get the relation

∂tν,m(a
α
i bβi ) = res

∞

⎛

⎝
zm
∑
j≠i

aαi cνi c∗νj bβj Φ(xi−xj,−λν) + zm
∑
j≠i

aαj cνj c∗νi bβi Φ(xi−xj, λν)
⎞

⎠
,

which can be rewritten as

aαi
⎡
⎢
⎢
⎢
⎢
⎣

∂tν,m bβi + res
∞

⎛

⎝
zmcνi∑

j≠i
c∗νj bβj Φ(xj−xi, λν)

⎞

⎠

⎤
⎥
⎥
⎥
⎥
⎦

+bβi

⎡
⎢
⎢
⎢
⎢
⎣

∂tν,m aαi − res
∞

⎛

⎝
zmc∗νi ∑

j≠i
cνj aαj Φ(xi−xj, λν)

⎞

⎠

⎤
⎥
⎥
⎥
⎥
⎦

= 0.

Now, we note that
∂Ljk(λ)
∂aαi

= −δik(1 − δjk)bαj Φ(xj − xi, λ),

∂Ljk(λ)
∂bβi

= −δij(1 − δjk)a
β
kΦ(xi − xk, λ),

(7.1)

so the equation mentioned above can be written as

aαi
⎡⎢⎢⎢⎢⎣
∂tν,m bβi − res

∞

⎛
⎝

zmc∗ν
∂L(λν)
∂aβi

cν
⎞
⎠

⎤⎥⎥⎥⎥⎦
+ bβi [∂tν,m aαi + res

∞
(zmc∗ν

∂L(λν)
∂bαi

cν)] = 0. (7.2)

Having this equation at hand, one can repeat the chain of equalities after Eq. (6.4) with the changes ∂pi → ∂/∂aβi , ∂pi → ∂/∂bαi to obtain

aαi Pβi − bβi Qα
i = 0, (7.3)

where

Pβi = −∂tm bβi +∑
ν

res
∞

⎛

⎝
zm ∂

∂aβi
λν(z)

⎞

⎠
= −∂tm bβi −

∂Hm

∂aβi
, (7.4)

Qα
i = ∂tm aαi +∑

ν
res
∞
(zm ∂

∂bαi
λν(z)) = ∂tm aαi −

∂Hm

∂bαi
. (7.5)
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It follows from (7.3) that
Qα

i

aαi
=

Pβi
bβi
= Λ(m)i ,

and Eqs. (7.4) and (7.5) acquire the form

∂tm aαi = aαi Λ
(m)
i +

∂Hm

∂bαi
, (7.6)

∂tm bβi = −bβi Λ
(m)
i −

∂Hm

∂aβi
. (7.7)

The gauge transformation aαi → aαi q(m)i , bαi → bαi (q
(m)
i )

−1 with q(m)i = exp(∫
tmΛ(m)i dt) eliminates the terms with Λ(m)i , so we can put

Λ(m)i = 0. We obtain the Hamiltonian equations of motion for spin variables in the higher times,

∂tm aαi =
∂Hm

∂bαi
, ∂tm bαi = −

∂Hm

∂aαi
, (7.8)

with Hm given by (6.7).

VIII. HOW TO OBTAIN THE FIRST TWO HAMILTONIANS
In order to find the Hamiltonians, we need to expand the spectral curve near λ = 0. Using expansion (3.8), we represent the equation of

the spectral curve as

det(zI + Fλ−1
+Q + Sλ +O(λ2

)) = 0, (8.1)

where the matrices Q, S are

Qij = piδij + (1 − δij)Fijζ(xi − xj), (8.2)

Sij =
1
2
(1 − δij) Fij(ζ2

(xi − xj) − ℘(xi − xj)). (8.3)

We set

z = −
ω
λ

, (8.4)

and then, Eq. (8.1) acquires the form

det(ωI − F −Qλ − Sλ2
+O(λ3

)) = 0. (8.5)

This equation has n roots ωα such that

ωα = ωα(λ) = να + ω(α)1 λ + ω(α)2 λ2
+O(λ3

) (8.6)

and N − n roots, which are O(λ). These roots are eigenvalues of the matrix F +Qλ + Sλ2
+O(λ3

). Expressing λ through z from Eq. (8.4) and
expanding in powers of z−1, we have

λα = −
να
z
+ ναω(α)1 z−2

− (ν2
αω
(α)
2 + να(ω(α)1 )

2
)z−3
+O(z−4

). (8.7)

Then,

H1 = −∑
α
ναω

(α)
1 ,

H2 = ∑
α
(ν2

αω
(α)
2 + να(ω(α)1 )

2).
(8.8)
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We regard the matrix Qλ + Sλ2 as a small variation of the matrix F. The idea is to find the variation of the eigenvalues [the corrections
ω(α)1 λ + ω(α)2 λ2 in (8.6)] using first two orders of the perturbation theory.

Let ψ(j) be a basis in the N-dimensional space and ψ̃(j) be the dual basis such that (ψ̃(i)ψ(j)) = 0 at i ≠ j. We take first n vectors to be

ψ(α)i = bαi , ψ̃(α)i = aαi ,

and then,

(ψ̃(α)ψ(β)) = ∑
i

aαi bβi = ναδαβ, α,β = 1, . . . , n.

These vectors are eigenvectors of the (non-perturbed) matrix F with nonzero eigenvalues,

Fψ(α) = ναψ(α), ψ̃(α)F = ναψ̃(α). (8.9)

The other N − n vectors are chosen to be orthonormal,

(ψ̃(i)ψ(j)) = δij, i, j = n + 1, . . . , N.

In the first order of the perturbation theory, we have

ω(α)1 =
(ψ̃(α)Qψ(α))
(ψ̃(α)ψ(α))

. (8.10)

The next coefficient, ω(α)2 , is obtained in the second order of the perturbation theory as

ω(α)2 =
(ψ̃(α)Sψ(α))
(ψ̃(α)ψ(α))

+∑
j≠α

(ψ̃(α)Qψ(j)) (ψ̃(j)Qψ(α))
(ψ̃(α)ψ(α))(ψ̃(j)ψ(j))(να − νj)

. (8.11)

In the denominator of the last term, νj = νβ at j = β, β = 1, . . . , n, and νj = 0 at j = n + 1, . . . , N.
Using these formulas, we have

∑
α
ναω(α)1 = ∑

α
(ψ̃(α)Qψ(α)) = ∑

α
∑
i,j

aαi Qijbαj = ∑
i,j

FjiQij = tr (FQ), (8.12)

∑
α
(ν2

αω
(α)
2 + να(ω(α)1 )

2
) = ∑

α≠β

να(ψ̃(α)Qψ(β))(ψ̃(β)Qψ(α))
νβ(να − νβ)

+
N

∑
j=n+1
∑
α
(ψ̃(α)Qψ(j))(ψ̃(j)Qψ(α))

+∑
α
ν−1
α (ψ̃

(α)Qψ(α))2
+∑

α
να(ψ̃(α)Sψ(α))

= ∑
α,β
ν−1
α (ψ̃

(α)Qψ(β))ψ̃(β)Qψ(α) ) +
N

∑
j=n+1
∑
α
(ψ̃(α)Qψ(j))(ψ̃(j)Qψ(α)) +∑

α
να(ψ̃(α)Sψ(α))

= ∑
ijkl
(∑

α
ν−1
α aαi bαl +

N

∑
r=n+1

ψ̃(r)i ψ(r)l )QijFjkQkl +∑
α
ναaαi Sijbαj .

However,

∑
α
ν−1
α aαi bαl +

N

∑
r=n+1

ψ̃(r)i ψ(r)l = δil

(the completeness relation), and so, finally, we obtain

∑
α
(ν2

αω
(α)
2 + να(ω(α)1 )

2
) = tr (QFQ) + tr (FSF). (8.13)

From (8.12), we obtain
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H1 = −tr (FQ) = −∑
i

piFii −∑
i≠j

FijFjiζ(xi − xj) = −∑
i

pi, (8.14)

which is indeed the first Hamiltonian. The calculation of (8.13) is more involved. We have, after some cancellations,

tr (QFQ) = ∑
i

p2
i +∑

k≠i
∑
j≠i

FijFjkFkiζ(xi − xj)ζ(xk − xi),

tr (FSF) =
1
2∑l
∑
i≠j

FliFijFjl(ζ
2
(xi − xj) − ℘(xi − xj)).

Therefore,

H2 = ∑
i

p2
i −∑

i≠j
FijFji℘(xi − xj) +F, (8.15)

where

F = ∑′ FijFjkFkiζ(xi − xj)ζ(xk − xi) +
1
2∑

′ FijFjkFki(ζ
2
(xi − xj) − ℘(xi − xj)) = 0. (8.16)

Here,∑′ means summation over all distinct indices ijk. The proof of identity (8.16) is given in the Appendix. To conclude, we have reproduced
the correct Hamiltonians H1 and H2 within our approach.

IX. RATIONAL AND TRIGONOMETRIC LIMITS
In the rational limit ω,ω′ →∞, σ(λ) = λ, Φ(x, λ) = (x−1

+ λ−1
)e−x/λ, and the equation of the spectral curve becomes

det(zI − Lrat + λ−1F) = 0, (9.1)

where

(Lrat)ij = −δijpi − (1 − δij)
bνi aνj

xi − xj
(9.2)

is the Lax matrix of the spin generalization of the rational Calogero–Moser model. Let us rewrite the equation of the spectral curve in the
form

det(λI + F
1

zI − Lrat
) = 0. (9.3)

Expanding the determinant, we have

λN
+

n

∑
j=1

Dj(z)λN−j
= 0, D1(z) = tr (F

1
zI − Lrat

), (9.4)

where we took into account that the rank of F is equal to n ≤ N. Let us note that the functions λα(z) are different nonzero roots of Eq. (9.4)
and the sum of these roots is equal to −D1(z). Therefore, we can write

Hm = −∑
ν

res
∞(zmλν(z)) =

res
∞(zmtr (F

1
zI − Lrat

)) = tr(FLm
rat). (9.5)

It is straightforward to check the commutation relation

[X, Lrat] = F − I, X = diag (x1, . . . , xN). (9.6)

Substituting it into (9.5), we see that

Hm = trLm
rat. (9.7)

This is the result of Ref. 19 obtained there by another method.
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We now pass to the trigonometric limit. We choose the period of the trigonometric (or hyperbolic) functions to be πi/γ, where γ is some
complex constant (real for hyperbolic functions and purely imaginary for trigonometric functions). The second period tends to infinity. The
Weierstrass functions in this limit become

σ(x) = γ−1e−
1
6 γ

2x2

sinh(γx), ζ(x) = γ coth(γx) −
1
3
γ2x.

The tau-function for trigonometric solutions is20

τ =
N

∏
i=1
(e2γx

− e2γxi), (9.8)

so we should consider

τ =
N

∏
i=1

σ(x − xi)e
1
6 γ

2
(x−xi)

2
+γ(x+xi). (9.9)

Similarly to the KP case,12 Eq. (3.14) with this choice acquires the form

kβ = z + γ coth(γλβ). (9.10)

The trigonometric limit of the function Φ(x, λ) is

Φ(x, λ) = γ(coth(γx) + coth(γλ))e−γx coth(γλ).

For further calculations, it is convenient to pass to the variables

wi = e2γxi (9.11)

and introduce the diagonal matrix W = diag (w1,w2, . . . ,wN). In this notation, the equation of the spectral curve acquires the form

det(W1/2
(zI − (Ltrig − γI))W−1/2

+ γ(coth(γλ) − 1)F) = 0, (9.12)

where Ltrig is the Lax matrix of the spin Calogero–Moser model with matrix elements

(Ltrig)ij = −piδij −
(1 − δij)γFij

sinh(γ(xi − xj))
= −piδij − 2(1 − δij)

γw1/2
i w

1/2
j Fij

wi −wj
. (9.13)

Some simple transformations allow one to bring the equation of the spectral curve to the form

det(ωI + 2γW−1/2FW1/2 1
zI−(Ltrig − γI)

) = 0, ω = e2γλ
− 1. (9.14)

Expanding the determinant, we have

ωN
+

n

∑
j=1

Kj(z)ωN−j
= 0, (9.15)

where we took into account that the rank of F is equal to n ≤ N. In particular,

K1 = tr Y , K2 =
1
2
(tr2Y − tr Y2

),

where Y is the matrix
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Y = 2γW−1/2FW1/2 1
zI−(Ltrig − γI)

.

The coefficients K j are expressed through the elementary symmetric polynomials ej = ej(ω1, . . . ,ωn) of nonzero roots ων = ων(z) of this
equation as K j = (−1)jej(ω1, . . . ,ωn). Therefore,

∑
ν
λν(z) =

1
2γ∑ν

log(1 + ων(z)) =
1

2γ
log∏

ν
(1 + ων(z))

=
1

2γ
log
⎛

⎝

n

∑
j=0

ej(ω1, . . . ,ωn)
⎞

⎠
=

1
2γ

log
⎛

⎝

n

∑
j=0
(−1)jKj

⎞

⎠
.

From this, we conclude that

∑
ν
λν(z) =

1
2γ

log det[I − 2γW−1/2FW1/2 1
zI − (Ltrig − γI)

]. (9.16)

Starting from this point, one can literally repeat the corresponding calculation from Ref. 12 with the change in the rank 1 matrix E to the rank
n matrix F and using the easily proved relation

[Ltrig, W] = 2γ(W1/2FW1/2
−W). (9.17)

The result is

∑
ν
λν(z) =

1
2γ

tr(log(I − z−1(Ltrig + γI)) − log(I − z−1(Ltrig − γI)))

= − 1
2γ

tr∑
m≥1

z−m

m
((Ltrig + γI)m − (Ltrig − γI)m)

(9.18)

and

Hm =
1

2γ(m + 1)
tr((Ltrig + γI)m+1

− (Ltrig − γI)m−1
), (9.19)

which agrees with the result of Ref. 20.
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APPENDIX: PROOF OF IDENTITY (8.16)

Here, we prove identity (8.16) F = 0, where

F = ∑′FijFjkFkiζ(xi − xj)ζ(xk − xi) +
1
2∑

′ FijFjkFki(ζ
2
(xi − xj) − ℘(xi − xj)),

and∑′ means summation over all distinct indices ijk. Using the behavior of the ζ-function under shifts by periods

ζ(x + 2ω) = ζ(x) + 2η, ζ(x + 2ω′) = ζ(x) + 2η′,

one can see that F is a double-periodic function of any of xi. Consider, for example, the shift of x1 by 2ω. The terms in F(x1 + 2ω) −F(x1)

proportional to η2 are

−(2η)2
∑

j≠k≠1
F1jFjkFk1 +

1
2
(2η)2

∑
j≠k≠1

F1jFjkFk1 +
1
2
(2η)2

∑
i≠k≠1

F1kFkiFi1 = 0.

The terms proportional to η are
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−2η∑
j≠k≠1

F1jFjkFk1ζ(x1 − xk) − 2η∑
j≠k≠1

F1jFjkFk1ζ(x1 − xj)

+2η∑
j≠k≠1

Fj1F1kFkjζ(xj − xk) + 2η∑
j≠k≠1

Fj1F1kFkjζ(xk − xj)

+2η∑
j≠k≠1

Fk1F1jFjkζ(x1 − xj) + 2η∑
j≠k≠1

Fj1F1kFkjζ(x1 − xj) = 0.

Therefore, we see that F(x1 + 2ω) = F(x1). The double-periodicity in all other arguments is established in the same way.
Next, the function F as a function of x1 may have poles only at the points xi, i = 2, . . . , N. The second order poles cancel identically in

the obvious way. We find the residue at the simple pole at x1 = x2 as follows:

− ∑
k≠1,2

F12F2kFk1ζ(x1 − xk) − ∑
j≠1,2

F1jFj2F21ζ(x1 − xj)

+ ∑
k≠1,2

F21F1kFk2ζ(x1 − xk) + ∑
j≠1,2

F2jFj1F12ζ(x1 − xj) = 0.

Vanishing of the residues in all other points and for all other variables can be proved in the same way. We see that the function F is a
regular elliptic function, and therefore, it must be a constant. To find this constant, we set xj = jε and tend ε to 0. Thanks to the fact that
ζ(x) = x−1

+O(x3
), ℘(x) = x−2

+O(x2
) as x → 0, we find that

F = 1
ε2∑

′ FijFjkFki

(i − j)(k − i)
+O(ε2

).

Making the cyclic changes in the summation variables (ijk) → (jki) and (ijk) → (kij), we have

F = 1
3ε2∑

′FijFjkFki(
1

(i − j)(k − i)
+

1
(j − k)(i − j)

+
1

(k − i)(j − k)
) +O(ε2

)

=
1

3ε2∑
′FijFjkFki

(j − k) + (k − i) + (i − j)
(i − j)(j − k)(k − i)

+O(ε2
) = O(ε2

).

Therefore, we conclude that F = 0 and the identity (8.16) is proved.
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