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Abstract

The thesis focuses on developing a data-driven algorithm, based on machine learning,
to solve the stochastic alternating current (AC) chance-constrained (CC) Optimal
Power Flow (OPF) problem. Although the AC CC-OPF problem has been successful
in academic circles, it is highly nonlinear and computationally demanding, which
limits its practical impact. The proposed approach aims to address this limitation and
demonstrate its empirical efficiency through applications to multiple IEEE test cases.

To solve the non-convex and computationally challenging CC AC-OPF problem,
the proposed approach relies on a machine learning Gaussian process regression (GPR)
model. The full Gaussian process (GP) approach is capable of learning a simple
yet non-convex data-driven approximation to the AC power flow equations that can
incorporate uncertain inputs. The proposed approach uses various approximations
for GP-uncertainty propagation. The full GP CC-OPF approach exhibits highly
competitive and promising results, outperforming the state-of-the-art sample-based
chance constraint approaches.

To further improve the robustness and complexity /accuracy trade-off of the full
GP CC-OPF, a fast data-driven setup is proposed. This setup relies on the sparse
and hybrid Gaussian processes (GP) framework to model the power flow equations
with input uncertainty.
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Chapter 1

(General Introduction

The power grid is widely regarded as one of the most remarkable engineering ac-
complishments of the 20th century. It has played a key role in enabling economic
prosperity and advancing social progress for billions of people worldwide. However,
the task of managing and controlling the power grid is becoming increasingly complex
for Transmission System Operators (T'SOs). Despite the stabilization of the aver-
age annual total demand, new patterns of energy consumption and generation have
emerged, posing new challenges for TSOs [Liu et al., 2012].

TSOs rely on Optimal Power Flow (OPF) as a fundamental tool to ensure secure
and cost-effective power system operation, commonly used in electricity markets [Ng
et al., 2018] and system security assessments |Capitanescu et al., 2011]. OPF is a
mathematical optimization problem that determines the optimal settings for power
generators, transformers, and other devices in the power system [Cain et al., 2012].
In this context, OPF can be seen as an economic dispatch problem, with the goal of
determining how the grid should set generator outputs in real-time. This involves
dispatching generators at regular intervals, usually every fifteen minutes to an hour
(depending on the power grid), to balance demand and generator output at the
lowest possible cost while respecting the operational limitations of the generators and
transmission lines. By using OPF to optimize the generator output, TSOs can ensure
a reliable and efficient power supply while minimizing costs.

In recent years, we have witnessed that conventional power grids have been under-
going a transformation into modern smart grids. This transition has resulted in the
integration of various new facilities, including renewable energy sources (RES), electric
cars (EC), and Internet of Things (IoT) devices. The use of RES like wind and solar
plants introduces large uncertainty into the power grids, which can have unexpected
consequences. Neglecting or underestimating the impact of these uncertainties can
result in conservative operations, driving up operating costs. Moreover, aggressive
operations will probably lead to constraint violations and thus jeopardize the security
of the grid. For example, renewable outputs have the potential to produce power flows
(PFs) that significantly exceed the ratings of power lines. Exceeded line ratings can
cause grid instability and cascading failures that may ultimately result in a blackout.
Moreover, there is a regulation that RES should cover 20% of all generations in the
US and Europe by 2030 [CIGRE, 2009, EERE, 2008, DENA, 2005, Gonzalez et al.,
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2006]. As a result, TSOs must strike a balance between operating costs and security.
This fact leads to solving the OPF problem in a stochastic context.

The thesis aims to tackle the challenges outlined in the problem background above
by formulating a more faster and robust solution method for addressing stochastic
OPF problems. The primary research objectives of this thesis include:

1. developing an approach that strikes a trade-off between computational complexity
and optimal solutions in solving stochastic OPF problems;

2. enhancing the overall efficiency of the solutions derived from the stochastic OPF
approach.

Accordingly, the main research questions of this thesis are:

1. how can a trade-off between computational complexity and optimal solutions be
achieved in the stochastic OPF problem?

2. how proposed approach can improve the efficiency of the stochastic OPF solution?

Stochastic OPF involves solving the OPF problem while taking uncertainties into
account. Various approaches have been proposed in the literature to address this
issue. Among them, the most popular are robust optimization (RO), probabilistic
OPF (P-OPF), and chance-constrained (CC) approach. While RO ensures secure
operations against all possible uncertainty realizations within a given set, it often leads
to conservative solutions |[Ben-Tal et al., 2009, Warrington et al., 2013|. P-OPF, on the
other hand, is challenging to put into practice as it results in probabilistic distributions
of control variables that can not lead to deterministic scheduling strategies [Ullah
et al., 2022, Schellenberg et al., 2005, Zhang and Li, 2010]. The chance-constrained
approach, however, ensures that chance constraints are satisfied within an acceptable
violation probability [Du et al., 2021, Xiao et al., 2001, Zhang and Li, 2011, Sjodin et al.,
2012, Vrakopoulou et al., 2013a, Roald et al., 2015, Vrakopoulou et al., 2013d, Bienstock
et al., 2014, Roald et al., 2015, Morillo et al., 2022, Wu et al., 2019]. In general, the
chance-constrained approach is a mathematical optimization technique used in decision-
making under uncertainty. It means that this approach helps in making decisions
that account for uncertain parameters or variables while maintaining control over the
allowable level of risk or the probability of constraint violations. These uncertainties
often stem from external factors like market fluctuations, varying weather conditions,
or unpredictable changes in demand. Since the chance-constrained problem is typically
applied to constrained optimization problems, decision-making is specified with the
risk tolerance or acceptable level of constraint violation. Thus, the chance-constrained
(CC) OPF approach enables TSOs to balance security and operating costs in an
intuitive and transparent manner. Therefore, this work focuses on the CC-OPF
approach.

While chance constraints offer a way to address uncertainty in a quantitative
manner, solving the Alternating Current Chance-Constrained Optimal Power Flow
(AC CC-OPF) is notoriously challenging [Roald and Andersson, 2017, Miihlpfordt
et al., 2019|. Alternating current (AC) is a type of electric current that periodically
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reverses direction within a circuit. Unlike direct current (DC), which flows steadily in
one direction, AC changes direction periodically, typically in a sinusoidal waveform.
To overcome the challenge of solving AC CC-OPF, many studies convert the stochastic
optimization problem to a deterministic one. However, this reduces the confidence
region of AC CC-OPF compared to the feasible region of AC OPF. Additionally,
both regions are non-convex and difficult to deal with. To make the problem more
manageable, researchers try to properly eliminate the nonlinear aspects and reformulate
the stochastic optimization problem as a deterministic one, using convexification
techniques such as linear approximation or convex relaxation. Thus, they provide the
resulting convex optimization problem numerically tractable.

Although convexification techniques have been used to make the AC CC-OPF
problem tractable to solve, the resulting solutions may not be optimal in terms of
achieving the lowest possible cost. To address these challenges, we decided to investi-
gate a new approach. Therefore, this study proposes a data-driven approach to replace
the AC power flow (AC-PF) balance equations with a probabilistic approximation
based on a supervised machine learning (ML) model. The proposed approach employs
a Gaussian Process Regression (GPR) as the probabilistic supervised ML model.
The GPR model is directly integrated into the CC-OPF formulation to create a new
data-driven approach called Gaussian Process Chance-Constrained Optimal Power
Flow (GP CC-OPF). This approach offers a novel way to model and solve stochastic
OPF problems using Gaussian Processes (GP) and has the potential to provide more
accurate solutions with reduced computational effort.

1.1 Contributions

This thesis aims to develop a robust and effective approach for solving stochastic CC-
OPF problems that strikes a trade-off between solution accuracy and computational
complexity. By achieving this, the proposed approach can enable the optimization of
operating costs in the presence of uncertainty while maintaining the security of the
power system. Therefore, we propose a novel GP-based data-driven approximation
of the AC-PF balance equations, which is integrated into the CC-OPF formulation.
Moreover, we consider two cases:

1. full GP CC-OPF: where GPR fully replaces AC-PF balance equations;

2. hybrid GP CC-OPF: that combines linear direct current (DC) PF balance
equations with the data-driven estimation of the residuals between DC-PF and
AC-PF based on GPR.

We account for both fluctuating loads and RES as input uncertainty variables.
To additionally propagate input uncertainty to output variables we consider and
compared different approximation techniques such as first and second-order Taylor
Approximation (TA) and Exact Moment Matching (EM).

To ensure the scalability of the proposed GP-based approach, we use sparse GPR,
which employs a few selective data samples for estimation. The practical efficiency
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of the proposed approach is validated and illustrated using a number of standard
IEEE test cases. Additionally, we compare the proposed data-driven GP CC-OPF
approach with state-of-the-art sample-based CC-OPF approaches. Results show that
the proposed GP-based reformulation of the CC-OPF is competitive and outperforms
conventional sample-based formulations.

One of the key advantages of the GP-based approach is reflected in the fact
that the proposed approach does not require knowledge of the grid configuration
and parameters. This thesis can have significant importance for TSOs who seek to
make informed decisions regarding cost-effective and secure system operation under
uncertain conditions.

1.2 Thesis Structure

This thesis is divided into two main parts. The first part focuses on presenting the
theory of optimal power flow and the Gaussian processes relevant to our research topic.
In this section, we also provide an overview of the current state-of-the-art in the field.

The second part of the thesis will be dedicated to presenting our contributions to
the field. Here, we will showcase our unique perspective and original research findings.
The first part of this thesis consists of two chapters.

x In chapter 2, we introduce the fundamental concept of power systems and
provide a detailed explanation of the OPF framework. Furthermore, we delve
into recent approaches and methods that have been developed to solve OPF
problems. Additionally, in this chapter, we describe how a synthetic dataset is
generated using a simulated power system model.

*x In chapter 3, we introduce the fundamental concepts of machine learning
focusing on supervised learning and present the theoretical background of the
Gaussian process regression model.

The second part of this thesis consists of three chapters.

x In chapter 4, we present a novel data-driven CC-OPF approach based on GPR.
The GPR model is trained on a synthetic dataset and used to replace the full
AC-PF balance equations in the CC-OPF approach. This approach allows for
the propagation of input uncertainties to output variables, and we compare
different approximation techniques for this. Additionally, we compare the results
of the full GP CC-OPF approach with sample-based stochastic approaches.

x In chapter 5, we propose a more accurate, scalable and robust approach than
in chapter 4. Specifically, we utilize a hybrid approach that combines the linear
DC-PF and additive GP part. The GP part is learned on residuals between
AC-PF and DC-PF, allowing us to better capture the complex relationships
between the input and output variables of the power system. To further improve
the computational efficiency of our approach, we incorporate a sparse GP. This
involves using a small set of points to better approximate the marginal likelihood
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and reduce the computational complexity, while still preserving important
information from the original sample span.

x In chapter 6, we provide a brief explanation and documentation of the software
design for this research.

Finally, in chapter 7 we conclude our work and present directions for future work.

1.3 Corresponding papers

The contributions presented in this manuscript are built upon the following papers
that were developed as part of the research conducted during this Ph.D. It is important
to acknowledge that these papers were collaborative efforts involving numerous co-
authors. However, it should be noted that the personal contribution to these papers
encompasses all experimental aspects, with the exception of the scenario-based chance-
constrained method for comparison that was performed by Aleksandr Lukashevich.
Additionally, there was a partial contribution made to the theoretical parts, guided by
the supervision of Elena Gryazina, Petr Vorobev, Yury Maximov and Deepjyoti Deka.

Chapter 4 is based on the paper [2] published at the International Journal of
FElectrical Power € Energy Systems (IJEPES 2023).

Chapter 5 is based on the paper [1| published at the IEEE Belgrade PowerTech
2023 Conference (PowerTech 2023).

Chapter 6 is based on the paper [3] published at the Software Impact journal
(SIMPA 2023).
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Chapter 2

Power System Description and
Optimal Power Flow

2.1 Introduction

Chapter 2 aims to provide readers with a comprehensive understanding of power
systems and optimal power flow (OPF).

The first part introduces the fundamental concepts of power grids and the equations
used to describe their behavior. The goal is to help readers develop intuition about
these objects and concepts that are critical for modeling and simulating power grids.

The second part focuses on OPF and its mathematical concepts, highlighting its
importance in power systems. Additionally, we discuss state-of-the-art solutions for
solving OPF problems, along with some of the challenges involved.

In the third part, we provide readers with a brief introduction to sampling and
generating a synthetic dataset used in the contribution part.

In summary, this chapter is structured into five sections. Section 2.2 introduces the
main concepts of power systems, while section 2.3 presents an overview of OPF and its
significance. Section 2.4 talks about generating a synthetic dataset from a simulated
power system. Finally, section 2.5 provides a summary of the key points covered in
the chapter. Overall, this chapter will provide readers with a solid foundation in
power systems and OPF, setting the stage for more advanced discussions later in the
contribution part (part II).

2.2 Power System Description

Generally, power systems can be divided into three main components: production
(generation, supply), transmission, and distribution (load, consumption). A visual
representation of this concept is presented in Fig. 2-1.
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Figure 2-1: Fundamental concept of the power systems; the figure is taken from
https://engineeringnotesonline.com.

Generation involves facilities that produce electricity and sends it to the power
system. There are various sources of electricity production, including thermal power
plants (coal, fuel, gas, or nuclear), hydropower plants, and renewable sources (wind or
solar). In our discussion, we will consider thermal and hydropower plants as controlled
conventional generation, while renewables will be treated as uncontrolled, uncertain
generation.

Load refers to all facilities that consume electrical power. It is essential to
note that the load is not just a single household, but rather a group of consumers,
such as a small town or a large industrial firm. This assumption is made from the
perspective of Transmission System Operators (TSOs), as this group of consumers is
directly connected to the high-voltage transmission system. Typically, this group of
consumers works on a low-voltage called the Distribution System (DS) operated by
the Distribution System Operators (DSOs).

Transmission system contains high-voltage lines that serve as a connection be-
tween power generation and consumption. It is operated by TSOs whose responsibility
is to ensure that consumers can access the required amount of power at any time and
from any location. Additionally, TSOs are charged with maintaining the system’s
reliability and ensuring that consumers have a secure supply of electricity. This thesis
will primarily focus on the high-voltage transmission system, which will be further
described in this section.

In most developed countries, the energy market is structured so that there are
three distinct entities: producers, TSOs, and DSOs. However, the transmission system
is usually a state monopoly. This means that TSOs are responsible for ensuring that
producers and consumers with their specific behavior have efficient access to the grid,
while also controlling the entire power grid to maintain its reliability and security.

Power grids are often represented as graphs to help explain the terminology and
notation used in the field. To provide an example of this, we examine a graph of the
IEEE 5-bus high-voltage power system in Fig. 2-2.
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Figure 2-2: Graph representation of the power system (IEEE5 bus example).

The power system graph shown in the figure comprises of four essential compo-
nents: buses, generators, loads, and transmission lines. A bus refers to a physical
substation that connects various elements via switching devices, allowing for changes
in connectivity between components. Generators are represented by g and form a
set G (g € G), whereas loads are represented by [ and belong to set £ (I € £). In
this work, for brevity, we will use the common word injection which refers to both
generation and loads. Transmission lines, denoted by e (e € &), connect two or more
buses and enable power flow (PF) in the power grid. All buses in the power grid, we
will denote with set B

While the power grid also includes other elements such as transformers, phase
shifter transformers, HVDC, AC/DC converters, and capacitor banks, this work
focuses solely on the four primary components mentioned above. Therefore, we will
not delve into the description of these additional elements.

2.2.1 Power Flow

In this subsection, we will discuss the power flow analysis used in power systems. This
analysis is crucial for determining the steady-state operating conditions of the power
grid. It involves calculating the voltage magnitudes, phase angles, and power flows
in all components of the power system, including generators, transmission lines, and
loads.

During power flow analysis, the electrical characteristics of the power system
components, such as their impedances, and the real and reactive power demands of
the loads are considered. By solving the first principle equations that describe the
power system’s behavior, the power flow analysis calculates the steady-state voltages
and power flows throughout the grid.

The results obtained from the power flow analysis are essential for power system
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planning, design, and operation. They enable us to determine if the system is operating
within its capacity limits, identify potential bottlenecks, and assess the impact of new
loads or generators on the power system. Moreover, the power flow analysis is vital
for developing control and protection schemes that ensure the stability and reliability
of the power system.

To provide a better understanding of the power flow analysis, we will discuss the
first principal equation. Since the majority of the grid operates on alternating current
(AC), we will focus on AC power flow analysis. However, we will also briefly explain
direct current (DC) power flow analysis for the reader’s benefit.

In AC power transmission systems, voltage, and current intensity are the key
variables that describe the system [Kundur et al., 1994]. These variables are represented
by complex numbers consisting of a magnitude and a phase (angle). The objective of
power flow analysis is to determine these magnitudes and angles at every bus in the
grid using the available data and to utilize them to calculate power line flows.

This thesis focuses on power flow equations that apply to a fixed voltage frequency
and a quasi-stationary operating condition, where power generation and loads are
balanced. This condition ensures that the total power generated is equal to the total
power consumed, including losses. Although this work does not delve into transient
phenomena that occur over shorter periods, it is worth noting that such phenomena
can have a significant impact on power grid operations in certain situations.

Based on Fig. 2-2, we can infer that the grid under consideration comprises m = 5
buses and n = 7 lines. Each bus k € (1,...m) is characterized by voltage magnitude
v and voltage angle 0, while each line e connecting two buses (j and k) is described
by an impedance (z;x) which represents the physical properties of the line [Kundur
et al., 1994]. This impedance is a complex number that includes both resistance
and reactance. In power flow equations, impedance is often expressed as admittance,
where y;, = Z]Lk A power line with admittance 0 indicates that there is no connection
between the respective buses.

Following [Kundur, 2012], the current in lines between busses k and j is denoted
with i j, and represents:

irj = Yrj(U; — i) (2.1)

where 0; and vy, are voltages (complex number) in buses and y; ; is an admittance of
the considered line. The power system is based on Kirchhoft’s law where the sum of
the currents entering and leaving a bus must be equal. Therefore, any current injected
at bus k£ must also leave bus k£ and can be expressed as:

ikt Y k=0 (2.2)

j=1,j#k

The equation 2.2 can easily be derived from Kirchhoff’s bus law presented in Fig. 2-3.
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Figure 2-3: Illustration of Kirchoft’s bus law.

Further, combining equations 2.1 and 2.2 we get:

ikt Y k=0 (2.3)
J=1j#k
By vectorizing equation 2.3, the full power grid can be described in matrix form as

follows:

51 U1
| =Y |9 (2.4)
I -
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where Y is the m x m admittance matrix, defined as:

—_ Z 4] yl,] y1’2 yL] yl’m
J#
v Y21 =Dl - Y2i Y2,m (2.5)
Ym,1 o Ymygoo T Zj;ém Ym,j

where the non-diagonal elements are equal as e.g y12 = y2,1.
The injected current can be represented as the injected complex power 5:

5k = Uiy, (2.6)
or as a complex number of injected active power (p;) and reactive power (gx):
Sk = pr + gk (2.7)

where in this context i is the complex number (i = —1), and p;, and ¢ are a real and
imaginary part of complex power.

Similarly, the active power (p ;) and reactive power (g ;) in transmission lines
can be expressed as power flow as follows:

Skj = Pkj T iq;w' (28)

By replacing Eq. 2.4 with equations 2.6 and 2.7 we get the AC power flow equations
as:

Pk,; = Vv (G j cos(Op — 0;) + By jsin(b, — 6;)) (2.9a)
Qk,; = vpv; (G jsin(fx — ;) — By j cos(0x — 6;)) (2.9b)

where Eq. 2.9a describes the relationship between active power flow and voltage
magnitude and angle (v and @), while Eq. 2.9b expresses reactive power flow. The
admittance y;, ; between buses k and j in a power grid is a complex parameter, which
can be expressed as a sum of its real and imaginary parts. Therefore, the real part
is denoted as G ; and represents the conductance of the line between buses £ and j,
while the imaginary part is denoted as By, ; and represents the susceptance of the line.

The system is balanced when the power flows leaving each bus are equal to the
grid injection at that bus:

Pr = U%Gkk + Zpk,j (2.10&)
j=1

gy = —Uszk + Z Ak.55 (210b)
j=1

where py and ¢, are active and reactive power injections at bus k, while the first term
(v2Gyy and viByy) represents bus shunt elements.
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The power flow equation serves to determine the unknown variables in the power
grid. These variables can be either inputs or outputs of the power flow equations,
depending on the type of bus they are associated with. Known variables represent
inputs in the power flow equation system, while unknown ones (outputs) should be
calculated. There are three types of buses: Slack, PV bus and PQ bus (Table. 2.1).

Bus Type Bus properties 0y Vg Dk Q.

Slack at least one per grid known known unknown unknown
PV connected generation  unknown known = known unknown
PQ no connected generation unknown unknown known = known

Table 2.1: Bus description and variables that are calculated in the power flow calcula-
tion process depending on the type of bus.

A Slack bus is a bus where the voltage angle 8, and magnitude v, are known and
considered as inputs. At least one bus in the network must be a slack bus, where the
voltage angle is set to 0 degrees (6, = 0). The remaining buses in the network can be
either PV or P(Q) buses.

A PV bus is a bus where the active power p, injection and voltage magnitude
vy, are known and considered as inputs. This type of bus is usually connected to a
conventional generator unit such as thermal or hydropower, which can control the bus
voltage.

A PQ bus is a bus where the active py and reactive power ¢ injections are known
and considered as inputs. This type of bus is usually connected to a renewable energy
source (solar or wind) or has no generation unit connected to it. These buses are not
voltage controlled and, therefore, the voltage magnitude is an output of the power
flow equation.

In summary, the power flow equation is a crucial tool in determining the unknown
variables of an electrical power system. These variables include voltage magnitudes
v and angles 0, as well as power flow (p;; and g ;) in the transmission lines. To
obtain these values, a process called power flow computation is required. Power flow
computation involves solving a sequence of nonlinear equations using a simulation
engine. This engine takes in the known inputs, such as generator and load information,
and uses them to calculate the unknown variables. The process is iterative, and the
equations are solved until convergence is achieved, meaning that the computed values
satisfy the set of equations.

2.2.2 DC Approximation

In this section, we will provide a brief overview of the direct current (DC) ap-
proximation, which is a common approximation technique in power flow modeling.
Understanding this approximation will be helpful for readers to grasp the concepts
discussed in the next section 2.3 and chapter 5.

The DC approximation involves linearizing the power flow equations to make
the problem convex. Although it has certain limitations, particularly in voltage-
prone power grids, it offers two primary benefits. Firstly, the DC approximation

29



always provides a solution and cannot diverge, ensuring its reliability. Secondly, it
is computationally fast, making it an attractive option for real-time operation in
the power grid, which is why transmission system operators TSOs often utilize it.
Additionally, the DC approximation can also be applied in other areas such as grid
development planning.

Comparing the DC power flow approximation and the AC power flow model
from 2.9, there are three significant simplifications made in the former:

1. R < X, resistance R is much less than reactance X in a line;
2. 0, — 0; = 0, the difference of angles between two connected busses is small;
3. Uk = Upom, the voltage amplitude is close to the nominal voltage at each bus.

The first simplification R < X neglects the losses in the system solved by the DC
approximation. This simplification can be justified by the fact that in high-voltage
grids reactance X is higher than resistance R in line. It directly affects the admittance
of the transmission line y. As previously mentioned, admittance y is the reciprocal of
impedance z where the impedance is the complex number of resistance R as the real
part and reactance X as the imaginary part. Accordingly, admittance y is equal:

1 1 Ry . Xk
T T i T B axr m o (2.11)
de Rk‘,] —I'_ leJ Rk,] + Xk,] Rk/‘y] + Xk,]
where conductance Gy, ; and susceptance By, ; are defined as:
Ry ;
Grj = =52 (2.12a)
TRy 4 XE
— Xy
By = ——2+— (2.12b)
TRy 4 XE
Since simplification implies that R < X we get:
de' — 0 (2.13&)
-1
k,j Xk,j ( )
Accordingly, the AC power flow equations from 2.9 are simplified into:
Pk,; = UiV (Byjsin(0, — 6;)) (2.14a)
Qk; = Vpv; (Byjcos(0r — 6;)) (2.14b)

The second simplification 6, — 6; = 0 linearized the trigonometric functions sin
and cos, giving:

Prj = VkV; (B (0 — 0;)) (2.15a)
Qk,; = ViV By (2.15b)
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Finally, the last simplification vy = v,,, made the voltage amplitude v constant
and therefore the power flow model completely linear resulting in:

Prj = B j (0 — 0;) (2.16a)
Qk,j = Bh,; (2.16b)

Eq. 2.16b can be ignored since the parameter B is known for each line. Accordingly,
the first equation (Eq. 2.16a) plays a key role in solving the DC power flow as a
function of unknown 6. Following the vectorized equation 2.4 for the AC power flow,
in a similar way, we can represent it for the DC power flow as:

2 th
Pm Om

This system of linear equations can be easily solved using any linear solver.

2.3 Optimal Power Flow

In this section, we will talk about optimal power flow (OPF) which consists of the
power flow as the key component of the problem. OPF is an essential tool for power
markets and power security, which involves solving optimization problems based on
power flow equations. It is performed annually for system planning or daily, hourly,
or even every five minutes for day-ahead planning. OPF was first introduced by
Carpentier in 1962, where he dealt with the economic dispatch problem [Carpentier,
1962]. Since then, the formulation of OPF has evolved to solve various types of
problems.

In general, OPF involves constrained optimization problems that consist of variables
optimizing an objective function, equality constraints such as power balance and power
flow equations, and inequality constraints including variable bounds. Depending on
the type of OPF, the variables, constraints, and objective function may change.

The AC-OPF is the key method for solving Transmission System Operator (TSO)
problems, but it remains challenging. It is complex economically, electrically, and
computationally due to the need for multi-part nonlinear pricing in an efficient market,
additional non-linearities caused by AC-PF, and its non-convexity, including binary
and integer variables, that increases computational complexity in optimization. Despite
several decades since OPF is formulated, fast and robust solution techniques for solving
the full AC-OPF are still lacking.

OPF can solve various types of problems such as economic dispatch, unit com-
mitment, optimal topology, and long-term planning. In this section, we focus on the
economic dispatch problem with continuous variables since it is discussed further in
the contribution part. We do not discuss other problems involving binary and integer
variables. Moreover, in this section, we review deterministic and stochastic OPF and
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state-of-the-art solutions in this field.

2.3.1 Deterministic OPF

The deterministic or conventional OPF problem can be formulated in an abstract
form as follows:

min f(p) (2.18a)
Pg,dg,v,0
s.t. F(p7 Q7U7 0) = 07 (218b)
Pyl < pgs S P, Vg EG (2.18¢)
it < qgi < qpi, Vi€g (2.18d)
U;-nin <wv; <P, VjeB (2.18e)
Skj < Spas Vk ~ j (2.18f)
Qslack =0 (218g)

where f is the objective (cost) function; F' is the AC power flow balance equations
from 2.10; p, and g, are active and reactive power injections of the controlable
generation; 0y, is voltage angel in Slack bus; s ; is a value of apparent power flow
along the line ey, ; defined as si; = \/pi ; + Gi ;-

The corresponding OPF formulation 2.18 has been adopted for the economic
dispatch problem. The economic dispatch problem aims to determine the most
cost-effective output levels for power generators while satisfying the physical and
load-related limitations of the power system. To achieve this, an optimization problem
is formulated with a cost function 2.18a, which is minimized to find the optimal
solution for the economic dispatch OPF problem. Usually, the cost function of the
economic dispatch OPF is the function of the total real power generation p,. This
cost function is typically represented by a quadratic or piecewise linear function. For
the purpose of this discussion, we will focus on the quadratic cost function, which is
expressed as follows.

f(pg) = Z {caipl; + c1ipgi + o} (2.19)
i€G

where {c2, ¢1,4, Co}ieg > 0 are scalar cost coefficients.

Equality constraints 2.18b in an optimization problem are mathematical expressions
that represent the relationship between the optimization variables, usually in the form
of equations. In the context of an AC-OPF, the power flow equations 2.9 and power
balance equations 2.10 are fundamental physical laws that must be incorporated as
equality constraints. The voltage angle differences are of primary importance than
individual angles in the power flow equations. Accordingly, the voltage angle of the
slack bus 2.18g can be selected as an additional equality constraint by setting its value
to zero. This simplifies the calculation of voltage angle differences and facilitates the
solution of the OPF problem.
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Inequality constraints, which represent the physical limitations of the system
elements, are also included in the OPF problem. These constraints also represent
the function of the optimization variables by restricting the function value within a
specified range. For example, in the context of the economic dispatch problem, the
most common inequality constraints reflect the physical limitations of the system,
such as minimum and maximum power output constraints 2.18c - 2.18d, voltage level
constraints 2.18¢ and transmission line flow constraints 2.18f. These constraints ensure
that the solution to the optimization problem is feasible and physically realizable.

During steady-state operations at PV buses, the AC-OPF in 2.18 returns the
generation set points p, and ¢4, while voltage magnitudes v need to be fixed. On the
other hand, active and reactive power loads are typically fixed for PQ buses.

Interior-point method

Solving the economic dispatch optimization problem in 2.18 is challenging, as it involves
non-linear and non-convex functions. However, one of the most effective techniques for
solving large-scale optimization problems, and in this case, a full AC-OPF economic
dispatch problem like this in 2.18 is the interior-point method [Nocedal and Wright,
2006, Wachter and Biegler, 2006]. In this section, we will give a brief explanation of
the main aspects of this method.

Mathematical optimization involves finding the optimal values of decision variables
that minimize the objective function, subject to a set of constraints, including equality
and inequality constraints. Accordingly, to explain how the interior point method works,
we introduce simplified expressions where x is the decision variable, c., represents
all equality constraints, and c¢;, symbolizes all inequality constraints. Therefore, the
problem of mathematical optimization can be written in a simplified form as follows:

mzin f(z) (2.20a)
S.t. Ceg() =0 (2.20b)
cin(z) >0 (2.20c)

Barrier methods and interior-point methods are often used interchangeably because
interior-point methods create a surrogate model of the optimization problem. This
model is created by transforming inequality constraints into equality constraints and
substituting the objective function with a logarithmic barrier function. Accordingly,
formulation 2.20 can be rewritten as follows:

[in

gnin flx) =1 Z log(ss;) (2.21a)
»Ssl i—1

S.t. Ceg(x) =0 (2.21Db)

Cin(T) — 84 =0 (2.21c¢)

where the objective function includes a barrier term with a barrier parameter
(¢ > 0) and the slack variables sy represented as a vector. From formulation 2.21, it is
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obvious that the barrier term enforces an inequality constraint on the slack variables
ss;; > 0 through the logarithmic function. While the barrier problem and the original
non-linear program from 2.20 are not equivalent, the solution of the barrier problem
approaches the solution of the original optimization problem as the barrier parameter
approaches zero. In other words, the barrier problem provides an approximate solution
to the original problem by gradually relaxing the constraint until it is no longer a
factor.

The Karush-Kuhn-Tucker (KKT) conditions [Gordon and Tibshirani, 2012| are
fundamental to the basic interior-point algorithm, which is used to solve optimization
problems. These conditions involve four sets of equations, where the first two originate
from the system Lagrangian’s first-order condition. Thus, the first two sets of equations
require the derivatives with respect to the decision and slack variables to be equal to
zero. The third set of equations relates to the equality constraints 2.21b, while the
fourth set refers to the inequality constraintc 2.21c. KKT conditions are formulated
as follows:

v £(a) = Jh(a)r — JE(x)g (2222)
V 5S¢ —Veing =0 (2.22b)
Ceq(x) =0 (2.22¢)
Cin(T) — 54 =0 (2.22d)

In KKT formulation, .J% () and J;, () are transposed Jacobian matrices of the equality
and inequality functions, respectively; r and ¢ are corresponding Lagrange multipliers;
S is a diagonal matrix of the slack variables (S = diag(sg)); €ina is a vector of diagonal
elements of identity matrix I (ejq = [1, ..., 1]7).

The KKT conditions create a non-linear system by realizing a relationship between
the primal (z, sy) and dual variables (r, ¢). Concisely, a non-linear system can be
expressed by a vector-valued function Firr = (x,Sg,7,q) = 0. This system needs
to be solved to obtain the optimal solution. One common approach to solving the
non-linear system is to use the Newton-Raphson method. This method can be applied
by looking for a search direction based on the following linear problem:

JKKT(CU,SsM“, Q)pdir = —FKKT(% Ssiy T C]) (2-23)

where Jg gt is the Jacobian matrix of the KKT system; pgy;,. is the search direction
vector. The full form of the Jg 7 is:

v:m:L 22 _Jeg](x> _‘]eg(x)
JKKT(:E7 Ssi, T q) - Jg;(l’) 0 0 0 (224)
JeTq(x) -1 0 0
where Q) = diag(q); /. L is the Hessian of Lagrangian system L defined as:
L(w,s0,7,.q) = f(2) = 17 ceq(w) = ¢" (cin(@) — 501) (2.25)
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The search direction vector pg;, is:

Pdir,x
3 — pdiT,SSl 2 26
Pdir DPdir,r ( )
Ddir,q

Iteratively applying the Newton-Raphson method to a formulation 2.25, also called
a primal-dual system, allows converging to the optimal solution of the optimization
problem. It means that in iteration n + 1 we obtain pg;l and accordingly update
variables (x, sq, 7, ¢) and barrier parameter ) until convergence criteria is not satisfied,
as follows:

P =t L 227
S = Su Qg Diirs, (2.27b)
N 270
£ = g+ ol 2270
P = fy (@ T ST et gt (2.27e)

where a®" is the line search parameter for different variables; f, is a function that
computes the updated value of 1 from the previous value and the updated variables.
Various methods have been studied to enhance the convergence rates of optimization
algorithms. These methods utilize different heuristic functions f,, for calculating line
search and barrier parameters.

The interior-point method is a common and reliable approach for solving AC-OPF
problems. However, solving AC-OPF with the interior-point method can be costly
due to the need for computing the Hessian of the Lagrangian /., L at each iteration
step. Solving large-scale problems with the interior-point method can be particularly
challenging, as the computational time scales superlinearly with system size. To
overcome these challenges, there are several strategies available. One approach is to
simplify the original OPF problem by using DC power flow equations, while another
is to compute approximate solutions. These strategies can make the problem more
manageable and reduce the computational burden.

Convex relaxations

Convex relaxations are a set of approximations used to tackle non-convex optimization
problems. The underlying concept is to approximate the original problem with a
convex optimization problem, which is easier to solve. In contrast to non-convex
problems, where local minima may not be the global minimum, in convex problems,
any local minimum is also the global minimum. Thus, there are several efficient
algorithms available with excellent convergence rates to solve convex optimization
problems [Boyd and Vandenberghe, 2004].

Convex relaxations can be illustrated through the economic dispatch problem,
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which can be formulated using the basic BIM approach. With some slight adjustments,
the economic dispatch problem can be reformulated into a quadratic programming
(QP) problem using the complex voltages of the buses. In the QP optimization problem
utilized for convex relaxations, the objective function and all inequality constraints
have a quadratic form in the complex voltages [Low, 2014a, Low, 2014b|. Thus QP
form of the convex relaxations is:

min 0*Cv (2.28a)
veC
S.t. T)*M}w,«m@ S Mperm (228b)

where My is Hermitian matrix; mpeq, is real-valued vectors of the corresponding
inequality constraints; sunbscript * denotes conjugate transpose. However, QP for-
mulation 2.28 is still a non-convex. To make the QP problem convex, the expression
w = vv* is included in formulation 2.28. w is positive semidefinite matrix with rank 1
(w = 0, rank(w) = 1). By utilizing the identity of the trace function for any Hermitian
matrix, formulation 2.28 can be reformulated as:

milgl tr(Cw) (2.29a)
we

s.t. tT(Mherm’U_}) S Mperm (229b)
@ =0 (2.29¢)
rank(w) =1 (2.29d)

where S is the space of m x m symmetric matrices. Finally, the formulation 2.29 is
convex in w and represents a semidefinite programming problem (SDP), known as
the SDP relaxation of the OPF. Convex relaxation approaches possess an advantage
over other approximation techniques in that the infeasibility of the relaxed problem
directly implies the infeasibility of the original problem. Despite the recent success
of regularized semidefinite programming [Krechetov et al., 2018|, which allows to
produce tighter bounds, their scalability does not allow applications to large-scale
power systems problems.

Linearized DC-OPF

The DC-OPF approach is a commonly used approximation in power systems. This
approach implies replacing the AC power flow balance equation with the DC power
flow balance equation described in 2.2.2. The DC approximation linearized the original
OPF problem by removing several variables and constraints (see Eq. 2.16). Accordingly,
DC-OPF creates a linear programming problem that can be solved very efficiently by
interior-point methods or simplex methods. However, one major limitation is that the
solution obtained from DC-OPF may not be feasible in AC-OPF |[Low, 2019|. This
leads to restarting the DC-OPF calculation and tightening some constraints.
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2.3.2 Stochastic OPF

This section discusses stochastic OPF techniques that handle the uncertainty of power
injections at the bus. This uncertainty primarily arises from the increasing use of RES
like wind and solar, as well as the implementation of smarter grids that allow for the
deferral of load and storage devices. Stochastic optimal power flow is a mathematical
optimization technique used in power systems to determine the optimal operating
conditions of the system under uncertainty. It considers the stochastic nature of the
power grid variables, such as the fluctuating load and the uncertain renewable energy
sources (RES). Accordingly, firstly we need to understand how these variables are
modeled under uncertainty.

The deterministic AC OPF assumes that the power injections are precisely known
at the time of scheduling. In practice, this is not true, as both load and renewable
generation might vary from their forecasted value. Deviations in forecasted values are
usually caused by forecast errors, external fluctuations, or intra-day electricity trading.
For this reason, it is important to account for the impact of injection uncertainties
on system operation to ensure secure operation. Accordingly, we assume that active
power uncertainties are modeled as the sum of the deterministic forecasted value p
and a real-time fluctuation w as:

p(w) =p +w (2.30)
pr(w) =prtw (231)

where w is an independent random variable with zero mean and known standard
deviation o,; p; and p, are load and RES active power injections. In this thesis,
the reactive power injections of load and RES correspond to the same uncertainty
realization while maintaining a given constant power factor cos(¢) as:

@(w) = ypi(w) = ypr + yw (2.32)
@ (w) = ypr(w) = ypr + W (2.33)

where v = 1_#52(@ is the power ratio. Thus, the ratio of active and reactive power
cos?(¢)

injections remains unchanged during fluctuations.

Following uncertainty realizations w, the controllable generators adapt their gen-
eration to maintain the total power balance and feasibility. We use an affine policy
representing the automatic generation control (AGC) |[Roald and Andersson, 2017| to
balance active power generation. Therefore, the total power mismatch Q = > e Wi
is divided among the generators according to the participation factors a based on the
following generation control policy:

Pgj(W) =pg; + 0, VjEG (2.34a)
> ;=1 (2.34b)
Jj€eg

The reactive power is controlled locally at buses G, keeping their outputs constant
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at buses L. Generators at buses G change reactive power outputs by dg(w) to keep
voltage magnitudes constant on these buses,

q;(w) = q; + g;(w), Vjieg (2.35a)
q;(w) = g, VjeL (2.35b)

In contrast, the voltage magnitudes is fixed at buses G and fluctuates at buses L,

vj(w) = v; + dv;(w), VieLl (2.36a)
vj(w) = vy, Vieg (2.36b)

Let pi; and g ; denote the active and reactive power flows from bus k to bus j
along line (k, j) € £. In the AC power flow formulation, the active and reactive power
flows on each transmission line depend non-linearly on the voltage magnitudes v and
voltage angles #. Consider all possible fluctuations w within the uncertainty set W,
the power flow equations from 2.9 are given by:

Pij (W) = v (w)vj(w) (G jeos (O j(w)) + By jsin (O j(w))) (2.37a)
Grj (W) = vp(w)vj(w) (G jsin (Or,;(w)) — By, jcos (Or;(w))) (2.37b)

where 0 j(w) = Ox(w) — 0;(w). According to 2.10, power balanced equation under
uncertainty is given as:

pr(w) = U/%(W)sz,k + Zpk,j(w) (2.38a)

gr(w) = —vi(w A&m+§:%J (2.38b)

Deviations in power injections cause changes in power flows throughout the system.
Accordingly, the apparent power flow fluctuates in the lines as:

Skj(w) = sp; + 05k j(w), Vk~jeé& (2.39)
Finally, similar to Eg. 2.18 and taking into account Eg. 2.30 - 2.39, the stochastic

38



OPF can be define as:

o nin, S (ps(w)) (2.40a)
st Fp(w),qw), v(w),0(w)) =0, YweW (2.40D)
Poi’ < paalw) <P vgeg (2.40c)
Gpi" < 4gi(w) < g™, Vieg (2.40d)
vt < (W) < vt vjeB (2.40¢)
S (W) < S5 ki~ ] (2.40f)
Ostack = 0 (2.408)

This section will focus on the chance-constrained (CC) approach for modeling and
solving Stochastic OPF while acknowledging that there are other approaches such as
robust optimization and probabilistic optimal power flow (P-OPF).

Chance-constrained OPF

Chance constrained approach uses probability-based constraints that rely on a specific
probability distribution of uncertainty to limit the chances of constraint violations
below a desired threshold. Essentially, these constraints ensure that the probability of
violating any constraints remains under a set limit. The full AC chance-constrained
OPF is formulated as follows:

min > K[ci(pgi(w))] (2.41a)
Podavf o3
s.t. F(f(w),v(w),p(w),q(w)) =0, Ywe W (2.41b)
P(pg, (w) < p®®) > 1 — ¢y, Vieg (2.41c)
P(pg: (w) > pg™) > 1 = €, Vieg (2.41d)
P(gy (w) < ¢5"") > 1 — ¢, Vieg (2.41e)
P(qq,(w) > qi™) > 1 — ¢, Vieg (2.41f)
Pvj(w) < vf"™) > 1 — ¢, Vie N (2.41g)
P(vj(w) > v]"™) > 1 —¢,, Vie N (2.41h)
Plskj(w) < s55™) = 1 — €, Vi~jeéE (2.41i)

where expectations [E and probabilities P are defined over the distribution of w.

The power outputs of conventional generators, voltage magnitudes at buses and
apparent power flow in the lines are constrained using the separate chance con-
straints 2.41c-2.41i. Moreover, chance constraints can be modeled as joint chance
constraints, which ensure that all constraints hold jointly with a pre-described probabil-
ity [Vrakopoulou et al., 2013¢, Vrakopoulou et al., 2013b|. The inequality constraints
are formulated probabilistically, i.e., must be satisfied with the prescribed probability.
The prescribed probability is controlled by a choice of acceptable violation probabilities
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€p, €, €, and e;. Accordingly, the concept of chance constraint is used to define an
e-reliability set, which allows TSOs to safely execute additional control actions within
that set, with a low probability of violating a constraint. A lower acceptable violation
probability € ensures more reliable system operation, but at a higher cost. In contrast,
a higher acceptable violation probability € is riskier and provides no guarantee that
such controls will be available.

CC-OPF formulation 2.41 is intractable and causes challenging computation
as it involves computing multi-dimensional probability integrals. However, recent
advancements in chance-constrained optimization have inspired the creation of state-
of-the-art CC-OPF applications [Calafiore and Campi, 2013, Margellos et al., 2014].

The scenario-based approach is a commonly used method for solving the CC-
OPF [Calafiore and Campi, 2013|. This approach involves replacing the chance
constraint with a finite set of constraints that correspond to different potential
outcomes of the uncertain parameters. The key advantage of this approach is that it
assumes that all relevant functions are convex with respect to the decision variables,
making the problem easier to solve. The scenario-based approach provides probabilistic
guarantees by using a set of scenarios that increases linearly with the number of decision
variables. In simpler terms, this method uses a finite set of constraints to represent
different potential outcomes of uncertain parameters, and it assumes that the problem
is solvable through convex functions. There are also some alternative approaches
to the scenario-based approach. One of them is given in [Margellos et al., 2014].
This approach solves a robust problem with bounded uncertainty, where bounded
uncertainties are computed using a scenario approach. In addition, convexity is not
required in this approach, and the number of scenarios does not depend on the number
of decision variables. Accordingly, this alternative approach reduces computational
costs or provides less conservative guarantees. In [Lukashevich and Maximov, 2021],
the authors used internal approximations to the feasibility set later on providing more
efficient algorithms to generate samples (scenarios) for reducing the complexity of the
optimization methods [Owen et al., 2019, Lukashevich et al., 2021, Lukashevich and
Maximov, 2021]. Furthermore, the resulting deterministic problem may have a special
structure allowing for more efficient numerical methods [Anikin et al., 2022, Krechetov
et al., 2018]

Since CC-OPF with full AC power flow equation is very difficult to solve, relaxation
and linear approximation are often used to make problems easier. Full AC power flow
equation in CC-OPF with a polynomial chaos expansion is proposed in [Miihlpfordt
et al., 2019]. Analytical reformulation of the CC-ACOPF based on linear sensitivity
factors is proposed in [Schmidli et al., 2016]. In [Roald and Andersson, 2017| and [Roald
et al., 2017|, a deterministic AC-OPF problem was proposed that is solved iteratively
and estimates the uncertainty limits by a linear approximation at the operating point.
However, this method cannot guarantee the convergence of the algorithm and finding
the global optimum.

In recent years, convex relaxation has been used to solve the AC CC-OPF prob-
lem [Halilbagi¢ et al., 2018, Venzke et al., 2017, Baker and Toomey, 2017, Lubin
et al., 2019, Xie and Ahmed, 2017|. Semi-definite programming (SDP) relaxation and
sample-based methods are used in [Venzke et al., 2017|. However, it is still difficult
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to solve the problem reformulated in this way, since all the relaxed solutions in the
set of uncertainties have a physical meaning. Since SDP relaxation is computation-
ally demanding, the second-order cone programming (SOCP) relaxation is applied
in [Halilbasi¢ et al., 2018| to achieve faster computations than SDP in [Venzke et al.,
2017]. In addition, in [Baker and Toomey, 2017| the convex optimization problem is
reformulated from a non-convex joint CC-OPF using the improved Boole’s inequality.
The SOCP problem is also addressed in [Lubin et al., 2019| by linearizing the power
balance equation around the forecasted operation point. Similarly, an exact SOCP is
proposed in [Xie and Ahmed, 2017| to reformulate a distributionally robust CC-OPF
with known first and second moments. However, convex relaxation methods have
not yet been developed for practical application in industry. Furthermore, CC-OPF
problem can be combined with the contingency analysis and detection [Anikin et al.,
2022, Burashnikova et al., 2022, Mikhalev et al., 2020, Stulov et al., 2020].

The literature review indicates that DC CC-OPF based on a linearized DC power
flow equation is widely used due to its impressive efficiency and scalability [Bienstock
et al., 2014, Roald et al., 2016, Lubin et al., 2015, Hou and Roald, 2020, Pena-Ordieres
et al., 2020]. However, these methods oversimplify the power system by neglecting
voltage and reactive power, which can lead to solutions that deviate significantly and
compromise the secure operation of the system. This is especially depicted in systems
with a strong relationship between active and reactive power [Castillo et al., 2015].
To address this issue, a more accurate linearization method for power flow equations
is needed, particularly in stochastic scenarios. This requires retaining the essential
characteristics of the AC power flow model as much as possible while making the
model deterministic and linear. Such an approach would provide a more reliable and
accurate solution, especially in complex power systems with significant uncertainties.
We also should mention a series of papers that potentially allow us to reduce the
computational time in the above-mentioned problems |Grinis, 2022, Kadilenko and
Grinis, 2023, Grinis, 2016 based on efficient approximations of complicated numerical
problems.

In summary, the CC-OPF approach offers potential cost savings by allowing
violations of operational constraints with low probability, while still meeting forecasted
operating conditions. This approach is particularly useful for intraday operations where
forecast uncertainty is low, but may not be as suitable for day-ahead operations where
uncertainty is higher [Capitanescu, 2016]. However, the disadvantage of CC-OPF is
that still solving the full AC CC-OPF is challenging and computationally intensive,
while approximation methods can compromise the safe operation of the system and
are still not available in practice. To overcome these issues, the contribution of this
thesis is a developing novel data-driven based approach (part II) to address these
drawbacks.

2.4 Synthetic dataset generation

In this section, we describe how we created a synthetic dataset by simulating a power
system. This generated dataset is essential for the contribution part of our research.
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One significant advantage of using a synthetic dataset is that it allows us to conduct
a controlled experiment where we have complete knowledge and control over all the
variables involved.

Motivated by [Donnot, 2019|, we generated the synthetic dataset using three
different parts of injection sampling:

1. active power loads and RES;
2. reactive power loads and RES

3. active power (controllable) generation

2.4.1 Sampling active power loads and RES

To simulate real active powers for i-th load and j-th renewable source, we define
stochasticity as:

P = nipfmf, 1€ L (2.42a)
pl=vpl ,,jeL (2.42b)

where pfref and pl. ; are fixed reference values of loads and RES; n" and 17 are a random
variables that follow a required distribution. Further, we will consider log-normal
distribution. As in [Donnot, 2019], we separate random variables 7’ and v/ into two
components:

?71 = nCOT”"nfLTLCOT’r‘7 Z 6 E (2.433)
V) = VeorrVineorrs J € £ (2.43b)

where 7)o and Ve, denotes spatio-temporal correlations, while o/ . —and vJ .
are local variations. We propose that both variables have log-normal distribution.
We consider correlated variables 7., at all loads and v,,.. at all RES to take the
same values with mean and standard deviation, (((7eorr) = —1, (Veorr) = 0.2) and
(0(Meorr) = 0.1, 0(Veorr) = 0.4). In contrast, uncorrelated variables are different for
each load and renewable source, distributed with means (p(Meorr) = 1, t(Veorr) = 1)

and standard deviations (o (9eoprr) = 0.05, 0(Veorr) = 0.3).

2.4.2 Sampling reactive power loads and renewable sources

Reactive powers are sampled as a fixed power ratio from the active injections as
follows:

G =7'p, €L (2-44a)
g . I
The power ratio is derived form the reference values 7" = plf—ef, NI = Zj Ll
lref TSref

42



2.4.3 Sampling active power generation

Since the voltages of the generation at PV buses are fixed to their nominal values, we
only considered the sampling of the active power generation p,. To sample generation
correctly, we have to ensure that the power balance condition is satisfied:

iPZ = ipﬁ — i]f + losses (2.45)
k=1 i=1 =1

Consequently, the total power generation is approximately some percentage ¢ higher
than the total demand, covering losses in the power system. In our case, this percentage
o0 is calculated as the ratio of the referent values between the total generation and the
total load for our test systems'. Following [Donnot, 2019], we first formulate the part
in which each production sample has to target the total demand increased by losses
percentage as:

Zz 1pl

pTE
Zk 1 g'r‘pf Ired

where ¢F ~ 1/[0.8,1.2] is the uniform distribution to ensure no deterministic behavior
for the productions.
We apphed the second step to ensure that the relation Y ", pF + > E Dl =

0> p} holds perfectly, as:

= o

nL .1

k_ vk Zi:lpl
pg - pg : Q ' Nu <k
k:lpg

2.5 Conclusion

This chapter is dedicated to introducing the fundamentals of the power grid, with
a specific focus on the transmission power system. The state of the power system
is described by power system variables that can be calculated using the power flow
equations. The AC power flow equation is explained in detail, and its simplification
and linearization using DC power flow equations are demonstrated.

The chapter also explores the purpose of OPF and its solutions, which are limited
to economic dispatch problems since other tasks are beyond the scope of this thesis.
The discussion includes both deterministic and stochastic OPF, with an emphasis
on the chance-constrained approach for solving stochastic OPF. This approach can
save costs by allowing violations of operational constraints with low probability, but it
remains challenging to solve.

Additionally, the chapter outlines a process for generating the synthetic dataset
required for the contribution part of this thesis. This dataset will aid in the conducting

'For tested IEEE 9 bus system 0—1.0139 that means the total losses are 1.39% of the total output.
Similarly, for IEEE 39 bus system ¢=1.0086 and IEEE 118 p=1.0322
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of the proposed contribution, and the chapter provides a brief explanation of its
generation.

Overall, this chapter provides a thorough introduction to the fundamental concepts
of power systems, with a particular emphasis on the transmission power system. It
is a valuable resource for readers to develop a comprehensive understanding of this
complex and vital field.
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Chapter 3

(Gaussian Process

3.1 Introduction

Chapter 3 serves to provide the reader with the fundamentals of machine learning,
with a specific emphasis on supervised learning. The concept of supervised learning
will be clearly explained, along with a thorough explanation of key terms within the
field.

The second part of the chapter focuses on the Gaussian Process, as a model for
solving regression problems within the context of supervised learning. The Gaussian
Process model will be explored in detail, specifically within the domain of regression.

Overall, the chapter is divided into four sections, with section 3.2 serving as
an introduction to the main concepts of machine learning, emphasizing supervised
learning. Section 3.3 dives deeper into the specifics of the Gaussian Process model,
while section 3.4 provides a concise summary of the chapter’s key points.

3.2 Supervised Learning

In this section, we will provide a brief overview of the fundamental concepts of machine
learning (ML). Subsequently, we will delve into the task of supervised learning in
machine learning and explore the associated terminology in greater depth. By providing
a detailed explanation of these key concepts, we aim to facilitate a better understanding
of supervised learning tasks.

3.2.1 Fundamentals of machine learning

Machine learning is a rapidly evolving field that has seen significant advancements in
recent years. It is a field of artificial intelligence that focuses on developing algorithms
and models that can learn from data and make predictions or decisions based on
that learning. It has become increasingly important in recent years due to its ability
to work with large amounts of data, so-called big data, and has the potential to
revolutionize the way of solving problems and automating tasks. Therefore, one of
the key advantages of machine learning is that it can handle large amounts of data
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much more efficiently than traditional methods. This is because machine learning
algorithms can extract patterns and structure from the data, allowing them to make
more accurate predictions and decisions. As a result, machine learning is increasingly
being used in applications such as image and speech recognition, natural language
processing, and fraud detection [Vinoth and Datta, 2022, Zhou, 2021].

There are three primary types of machine learning tasks:

1. supervised learning;
2. unsupervised learning;
3. reinforcement learning.

Each type of task is suited to different types of problems and data sets. The types of
machine learning are visually illustrated in Fig. 3-1.

Image
Sf;z;t‘:e Classification
Iscovery Fe:a.turt‘e @ Customer
@ Elicitation Fraud ® Retention

Meaningful
compression

Detection

DIMENSIONALLY
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Big data
Visualisation

® Forecasting

Recommended UNSUPERVISED SUPERVISED
Systems LEARNING LEARNING @® Predictions
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Target?ed MACHINE ® Process

Marketing Optimization
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® [ ]
Customer New Insights
Segmentation
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/ ® Robot Navigation

.;/

Real-Time Decisions @
GameAl ® @ Skill Aquisition

Learning Tasks

Figure 3-1: Types of machine learning tasks; the figure is taken from
https://medium.com.

Supervised learning is one of the most widely used types of machine learning
tasks. It involves training a model on labeled data, where the desired output is
already known. This allows the model to learn to predict the output for new input
data. In classification tasks, the output is a label or category, while in regression
tasks, the output is a continuous value. Supervised learning has many applications,
including spam detection, medical diagnosis, weather forecasting, etc [Cunningham
et al., 2008, Hastie et al., 2009].
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Unsupervised learning is another important type of machine learning task. It
involves training a model on unlabeled data, where the desired output is not known.
The objective of unsupervised learning is to discover patterns or structures in the
data. This can be useful for tasks such as clustering, where the goal is to group similar
data points together, or for dimensionality reduction, where the goal is to reduce the
number of features in the data [Ghahramani, 2004, Usama et al., 2019].

Reinforcement learning is a type of machine learning that involves training a
model to make decisions in an environment to maximize a reward signal. This type of
learning is commonly used in robotics and game playing, where the model learns to take
actions that will lead to a desired outcome based on feedback from the environment.
Reinforcement learning is a powerful tool for creating intelligent agents that can
interact with the world in a sophisticated way [Kaelbling et al., 1996, Li, 2017].

In addition to these primary machine learning tasks, there are also related concepts
such as deep learning, semi-supervised learning, transfer learning, and adversarial
learning. Deep learning is a subfield of machine learning that involves training models
with multiple layers of neural networks [LeCun et al., 2015]. This allows the models
to learn complex representations of the input data, making them highly effective
for tasks such as image and speech recognition. Deep learning has seen significant
advancements in recent years, leading to breakthroughs in areas such as computer
vision and natural language processing. Semi-supervised learning involves training a
model on a combination of labeled and unlabeled data [Van Engelen and Hoos, 2020,
while transfer learning involves using a pre-trained model as a starting point for a new
task [Weiss et al., 2016]. Adversarial learning involves training models to be robust
against attacks or adversarial inputs [Lowd and Meek, 2005].

Overall, machine learning is a powerful tool that has the potential to transform
the way we solve problems and automate tasks. It requires expertise in mathematics,
statistics, and computer science, but can lead to significant advancements in a wide
range of fields. As data continues to become more abundant, the importance of
machine learning is only expected to grow.

3.2.2 Supervised learning

Supervised learning is a widely used machine learning technique that involves learning
the probabilistic relationship between input data 2 € X and corresponding output
data y°“* € Y. This is accomplished through the use of a labeled training set
{(xm, y2)|i = 1, ...,ms}, where each sample is a pair consisting of an input observation
and its associated output. The ultimate objective is to develop a prediction function
f that can accurately predict the output for new, previously unseen samples.

In this section, we will focus specifically on supervised learning for the regression
task, which involves predicting a continuous output variable. It is important to note
that supervised learning also includes the classification task, which involves predicting
a discrete output variable. However, this topic will not be covered here. The main
difference between these two frameworks lies in the nature of the output set ).

To train a supervised learning algorithm, a loss function /. is utilized to measure
the degree of difference between the predicted output and the true output, also known
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as the label. The goal of the algorithm is to minimize the average error on the training
set, which is referred to as the empirical error. This process of minimizing error is
achieved through the principle of Empirical Risk Minimization (ERM) [Burashnikova,
2022|. The aim is to minimize empirical error, and thus reduce the generalization
error. Generalization error implies an error of the prediction function made on new
unseen samples. The relationship between empirical error and generalization error,
aiming of finding a balance between a low empirical error and a high complexity
of the prediction function by choosing the appropriate learning function, is a key
area of study in statistical learning theory [Vapnik, 1999]. This process of choosing
the right learning function is known as the Structural Risk Minimization (SRM)
principle [Burashnikova, 2022].

Fundamental assumptions

In statistics, a crucial assumption is that all samples are independently and identically
distributed (i.i.d.) from an unknown population distribution D. This means that
a sample set denoted as [ and consisting of pairs of input samples ™ and their
corresponding outputs y°%, is generated randomly and without any dependence
between samples. This assumption is essential for determining the representativeness
of a training or test dataset, where the input samples and their corresponding outputs
are generated from the same source.

Another essential notation in statistic learning is an error (risk or loss). In the
machine learning community, this error is measured through the loss function. The
loss function evaluates the error between prediction f(x™) and actual (desired) output
y°“. Therefore, the loss function implies a distance over predicted and desired output
and can be expressed in general form as:

Ce(f (™), y™)

Generalization error and empirical error

According to 4., the error on all examples (f(z™),y°"") can be defined. This error is
called a generalization error and is given as:

L(f) = Ep [Le(a™,y")] (3.1)

The prediction function f is responsible for minimizing the error on new, unseen
data, which is crucial for achieving good performance. However, it is impossible to
directly estimate this error because the distribution of the population is unknown. To
address this, we can optimize the average error on the training set by searching for
the most suitable function f in set of functions F. By doing so, we can estimate the
generalization error on S, also called the empirical error, as:

£(£,8) = - S L") ") (32
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In regression problems, the choice of an appropriate loss function is crucial in
accurately measuring the difference between predicted and actual values. The most
commonly used loss functions for error measuring in regression problems are Mean
Absolute Error (MAE), Mean Squared Error (MSE), Root Mean Squared Error
(RMSE), and Mean Squared Logarithmic Error (MSLE).

MAE is a simple and robust loss function that measures the average absolute
difference between the predicted and actual values. It is particularly useful in cases
where outliers are present and variables do not have a strict Gaussian distribution.
The MAE is defined as:

1 :
L=—> I —v (3.3)
5 =1

MSE measures the average squared difference between the predicted and actual
values. It is sensitive to outliers and larger errors are penalized more heavily. Accord-
ingly, MSE is suitable for problems where minimizing large errors is important. MSE

is defined as:
1 &

L=—> (f(a") —y) (3.4)
-
RMSE is the square root of MSE. It is more useful in practice since it is measured
in the same units as the actual values. Therefore, the results are easier to interpret.

RMSE is defined as:

1 -

L= | — 3 (flai) - oty (3.5)

m
S i=1

MSLE measures the average squared logarithmic difference between the predicted
and actual values. It is particularly beneficial in scenarios where the target variable
has a wide range of values, and the objective is to minimize the relative error instead
of the absolute error. MSLE is defined as:

1

L=—"2 (log(f(z}") — log(y7"))* (3.6)

m
S =1

ERM principle

To learn the prediction function f, we use the input and output data from the training
dataset to find the best fit between them. The ERM principle suggests that if the
training samples from set S are representative of the distribution D, then the empirical
error is a reliable estimate of the generalization error. By minimizing the empirical
error on a given training set, we can also minimize the generalization error. In summary,
the ERM principle returns as a way to optimize the function f by minimizing the
empirical error on the training set as follows:

fs = arg min — 3 L(f(&), 52) (37)

feEF My “
1=
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Learning algorithm complexity

In supervised learning, the ability of a learning algorithm to generalize to new, unseen
data is reflected in the complexity of the learned function. To evaluate function
complexity, we compare the empirical error (the error on the training data) and
the generalization error (the error on the unseen data). If the empirical error is
small, but the generalization error is high, this indicates overfitting, meaning that the
learned function is too complex for the training data. To avoid overfitting, simpler
functions should be learned. Apart from identifying an appropriate learning function
f, overfitting can be prevented by implementing various techniques such as early
stopping, pruning, regularization, etc.

However, if the learning function is too simple, it may not have sufficient expres-
siveness to capture the underlying patterns in the data, leading to underfitting. In
this case, both the empirical and generalization errors will be high. Therefore, it is
important to strike a balance between function complexity and performance. This
trade-off between low empirical error and complex function is known as the bias-
variance trade-off. Achieving a balance between function complexity and generalization
is crucial to prevent owerfitting or underfitting in machine learning. This involves
finding the right level of learning function complexity that can effectively capture the
underlying patterns in the data, while also being simple enough to avoid overfitting. In
Fig. 3-2, all properties of ERM (overfitting, underfitting, and bias-variance trade-off)
are illustrated with a toy example for a regression problem.

MSE = 4.08e-01 MSE = 4.32e-02 MSE = 1.82e+08

—— Lerning function —— Lerning function —— Lerning function
True function — True function —— True function
e Samples e Samples e Samples

a) Underfitting b) Bias-variance ) Overfitting

Figure 3-2: Illustration of the ERM properties on a regression problem using a toy
function.

SRM principle

The SRM principle aims to provide a bias-variance trade-off in supervised learning
by finding the most suitable learning function f from set F. However, selecting an
optimal learning function can be a challenging task. To simplify this process, one can
use a simple strategy that involves applying the ERM algorithm to find a function and
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then calculating the bound on the generalization error. The learning function that
minimizes this bound provides the best theoretical guarantee on the generalization
error compared to other function candidates. Therefore, this function can be selected
as the appropriate learning function f. By following this approach, one can effectively
minimize the risk of overfitting and improve the generalization performance of a
supervised learning model.

3.3 (Gaussian Process

In recent years, deep neural networks have gained popularity in the supervised
machine learning field, while the Gaussian Process remains a widely used framework
in probabilistic machine learning. The key difference between these models lies in
how they make predictions. Neural networks optimize weights to fit functions and
return deterministic outputs, whereas the Gaussian process uses kernel functions to
interpolate training data and returns probabilistic outputs distributed as a Gaussian.
As a result, the Gaussian Process is a nonparametric model that can provide measures
of uncertainty for each point prediction.

A comprehensive introduction to the Gaussian Process is given in [Rasmussen
et al., 2006]. The research has shown that GP can be successfully established to
propagate uncertainty in multi-step predictions, as demonstrated in [Girard et al.,
2002|. Consequently, the Gaussian Process has been effectively used as a predictive
model in model predictive control [Murray-Smith et al., 2003, Kocijan et al., 2004].
However, this thesis focuses on one-step prediction by propagating input uncertainties
to the predicted output. The idea of using the Gaussian Process in the stochastic
OPF problem was inspired by |Girard et al., 2002] and [Hewing et al., 2019|, who
found that cautious control and uncertainty propagation in model predictive control
produced effective results.

3.3.1 Gaussian Process Framework

A Gaussian Process is a statistical model based on Bayesian inference that defines
a distribution over functions. In a Gaussian process, every point in a function is
modeled as a random variable, and the joint distribution of all these variables is a
multivariate Gaussian distribution. The GP function f(x™) can be represented as an
infinite vector, where each input 2 in the vector corresponds to the function value
at a specific input. However, working with an infinite object is not practical. The
advantage of a Gaussian process is that it allows us to perform inference using a finite
subset of points and still obtain the same results as we would with the entire infinite
vector. According to [Rasmussen et al., 2006], the Gaussian Process is a collection of
random variables, any finite number of which have a joint Gaussian distribution.
For the given input 2, the output y°* is given by:

y™ = f@™) +¢ (3.8)
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where ¢ ~ N(0, 0?) is Gaussian measurement noise and f : R? — R. The GP function

f(x™) is defined by a mean function x (") and a covariance function k(z}, zi"):

(') = E[f(z,")] (3.9a)
k(z, 2y = E[(f(« ‘ ' ' (3.9b)
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where the mean function represents the expected value of the function at any point,
while the covariance function measures the correlation between the values of the
function at different points. Accordingly, the GP function can be defined as:

fl@™) = GP(u(y"), k(zy', 27")) (3.10)

p q

3.3.2 Bayesian inference

The Gaussian Process is a statistical model that relies on Bayesian inference. According
to [Gelman et al., 1995], Bayesian inference involves building a probability model
based on a given set of training data, where a set of training data is defined as:

D = {(xi",yf“t), i=1,..,mg}

In Bayesian inference, two terms are used: prior inference and posterior inference.
Prior inference implies inference without data, while posterior inference is inference
with data.

Prior inference

The Gaussian process uses training data to interpolate between them via kernel
function. However, the quality of the interpolation depends on good prior inference,
which involves guessing the function without relying solely on the available training
data. This is particularly important for regions of the function where no training data
are available.

To make an accurate prior inference, it is important to define the mean and
covariance functions from 3.9. The most commonly used prior mean function is zero,
but if the behavior of the physical system is known, choosing a different type of prior
mean function may be more appropriate (such as a linear function). However, the
choice of covariance function, which takes into account the features of the data, is the
most critical aspect of prior inference. There are many different types of covariance
functions [Rasmussen et al., 2006]. Moreover, combining these functions can often
result in a better fit for the model. The most popular and used covariance functions,
depending on the type of problem, are:

n .in \x;,"—a:é”|2 )

1. Squared exponential (SE): k(z", z!") = ewp(—% -

p g

3. Rational quadratic (RQ): (1 + |z}" — z'])™"
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2sin?(

4. Periodic: exp(— l—22))

where v, [, ¢ are hyperparameters; K,(-) is a modified Bessel function; I'(+) is the
gamma function. Enumerated covariance functions are illustrated in Fig. 3-3.
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Figure 3-3: Illustration of the most popular covariance functions.
In this thesis, we will utilize a squared exponential covariance function. This
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function is well-suited for our problem due to its inherent smoothness, which makes
it capable of effectively fitting non-linear functions while avoiding superfluous local
minima. Specifically, we will be employing a variant of the squared exponential
function known as Squared Exponential Automatic Relevance Determination (SEard).
In SEard, a unique length scale [ hyperparameter is assigned for each input, resulting
in a more specialized and effective model. SEard covariance function is given as:
k() ') = a]%exp(—%(x;" — AT (@ — 2) (3.11)
where UJ% is a signal variance and A = diag([l?,13, ...,13]) is diagonal matrix of length-
scales.
According to the SE function, covariance k is close to one when input points
are close indicating that the points are similar. On the other hand, as the distance

between the points increases, the covariance decreases exponentially, indicating that
the points are not similar.

Posterior inference

As previously mentioned, prior inference evaluates the model without data, based on
hyperparameters. While this is an important part of GP, it has limitations compared
to the posterior part, which takes data into account. To address the differences
between the prior and posterior, as well as to insight into how the Gaussian Process
Regression (GPR) model works, we will consider a toy sine function. Assuming a
noise signal y°“*, then the SE function can be expressed as:

k(x)', x)") = a?ea:p(—%(x;” — AT (@) — 2lh)) + 020, (3.12)
where a? is noise variance that provides avoiding over-fitting the model on the noise;
dpq 1s an element of the identity matrix /. Accordingly, the vector © = [A, 0']2c, o?]
consists of hyperparameters that need to be optimized during GPR training. Here
we will illustrate with a toy sine function how each of these hyperparameters affects
model fit.

In general, for the given input data matrix X = [2"]{_,_ € R™*P ecach
output dimension y°** € R™s is learnt independently. A GP with prior mean function
u(+) and chosen kernel k(+,-) in each output dimension, models the output y°** as

normally distributed data:
ot~ N(u(X™), K + 0Z1) (3.13)

where o7 is the variance of measurement noise ¢ in (3.8); identity matrix [ is [ =
diag(0pq); (X)) = [p(xi?), ..., p(zin )", and Kpq = k(zpy, i) is the Gram matrix
of the sampled data points. This work is based on the common zero prior mean

p(z'™) = 0.
In this comparison, we will analyze the prior, with zero mean and variance afc = 0.5,
and the posterior distribution of the sine curve. The prior distribution indicates that
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the sine curve will usually be within 95% (percentile) of the zero mean, as illustrated
by the 10 random functions generated from the prior distribution in Fig 3-4. Fig 3-4
depicts a zero mean function as a red dashed line, while 95% of the signal variance is
represented by the red area.

Prior - 10 random functions

out
Yy

X”'.l

Figure 3-4: Illustration of 10 random functions with the prior distribution.

However, when training points are available, the posterior distribution changes.
Fig. 3-5 shows the same 10 random functions, but with the posterior distribution
after 8 training points have been added. We can see that the functions are closer
to the training points, indicating that if a new unseen point is close to the training
points, it is highly probable that it will be close to the spline between the known
points. Nevertheless, if the unseen point is too far from the training points, the
posterior distribution will revert to the prior distribution. This implies that the prior
distribution still holds for points that are far from the training data.

To verify the aforementioned claim, Fig. 3-6 illustrates examples of the sine curve
with and without some training points. It is evident that uncertainty increases when
the training data points are widely spaced, and the predicted distribution approaches
the prior distribution. In other words, the prior distribution becomes more significant
when we have fewer data or data that is not well distributed in the space, and the
predicted distribution becomes less confident.
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Figure 3-5: Illustration of 10 random functions with the posterior distribution distri-
butions based on 8 training data.

In this context, we can examine how different hyperparameters impact the GP
function. One hyperparameter of interest is the noise variance 0?, which can disrupt
the signal. To better understand how noise variance affects GP prediction, in Fig. 3-7
we visualize two scenarios with noise variance O'g = 0.2 and zero. In the absence of
noise, the GP function can exactly fit all the training data points, and the posterior
variance at these points is zero. However, when we consider the possibility of noise, we
become uncertain about the true location of the signal, and this uncertainty leads to
higher posterior variance at the training points. The GP mean, which represents the
best estimate of the underlying function, tries to fit the data points while accounting
for this uncertainty. In the presence of noise, the GP mean may not pass through all
the training points, trying to find the simplest path that fits the data points while
accounting for the noise.

Unlike noise variance, signal variance 0']% is a key factor in predicting the certainty
of a model’s output, as it is independent of the training data and reflects the underlying
variability of the signal being modeled. While it does not affect the mean prediction,
it does have a significant impact on the variance of the predictions. When the signal
variance is low, the model’s uncertainty is naive when predicting data far from training
data, which can result in overly optimistic predictions. Conversely, when the signal
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variance is high, the model’s uncertainty is more conservative and it becomes more
difficult to determine the underlying signal from the noise. This is illustrated in
Fig. 3-8 where we compare signal variances of 0.5 and 3. The appropriate signal
variance will depend on the specific application and the level of uncertainty precision
required in the model’s predictions.

a) Posterior with 5 training points

-6 -4 =2 0 2 - 6
Xr’r:
b) Posterior with 8 training points

-6 —4 =2 0 2 4 6
xr’r:

Figure 3-6: Comparing the posterior distribution with different numbers of training
points. a) 5 training points are used to fit GP; b) 3 new training points are added
(green dots).

The length-scale [? is a crucial hyperparameter in GP modeling. It determines
the shape of the spline that links the training points in the GP function. A low
length-scale will result in a steep and aggressive function, while a higher length-scale
will produce a smoother one. Therefore, the length scale affects the flexibility of
the GP function, and choosing the appropriate value is crucial for achieving good
performance in finding new data. The impact of the length-scale hyperparameter is
demonstrated in Fig. 3-9 for the [? =1 and [? = 0.2.
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Figure 3-7: Posterior distribution obtained by adjusting noise variance 0’2. a) signal
with o7 = 0; b) signal with ¢ = 0.2.
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Figure 3-8: Posterior distribution obtained by adjusting signal variance O']%. a) signal
with 07 = 0.5; b) signal with o7 = 3.

In this exploration, we investigate how the distribution and spread of training
data in space can impact the fitting of the GP function. The ideal distribution of
training data points, where the sin function is perfectly fitted by the GP function, is
demonstrated in Fig. 3-9 a). However, this ideal distribution is rare or even impossible
in practice. To ensure a good spread of data, a Latin hypercube design can be used to
distribute the training data, as shown in Fig. 3-9 b). Fig. 3-9 c) displays the worst-case
distribution where the GP function fails to fit the sin function at all. In practice,
it is common to encounter examples where the distribution fits some parts of the
function well while leaving other parts equal to the prior, as illustrated in Fig. 3-9 d).
Therefore, achieving a high-quality distribution of training data points is one of the
crucial factors in obtaining a good GP model.
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Figure 3-9: Posterior distribution obtained by adjusting length-scales [?. a) signal
with (2 = 1; b) signal with [2 = 0.2.
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Figure 3-10: Illustrations of the GP results using different sampling distributions with
the same hyperparameters. All cases have 10 points in the distribution. a) data points
are distributed manually to cover the minimum/maximum of input and output data;
b) data points are distributed using the Latin hypercube design; c¢) data points are
uniformly distributed with the worst case distribution; d) data points are uniformly
distributed with a random distribution.
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3.3.3 Optimization of hyperparameters

In the previous section, it was demonstrated that hyperparameters © = [A, UJ%, 02]
play a crucial role in determining the behavior of a GP function. However, it is not
feasible to manually set hyperparameter values during the training process. Therefore,
it is essential to optimize hyperparameters automatically. To achieve this, we use the
Maximum Likelihood Estimate (MLE) method with the log marginal likelihood. In this
method, we treat the hyperparameters as unknown parameters and try to find their
optimal values by maximizing the likelihood function. To simplify the optimization
process, we assume that the length-scales of the GP function are independent of each
other. This means that the hyperparameter matrix, denoted by A, is a diagonal
matrix.

The likelihood function is the probability of the observed data given the hyperpa-
rameters. Following [Rasmussen et al., 2006], the MLE with log marginal likelihood is
given as:

log p(y™|X™, ©) = / p(y™ [w, X", ©)dw

= %(y(’“t — p(XTNT(K + a21) (5" — (X)) (3.14)

1 N
—§1og K + o2l| — ElogQw

where w are the weights of all parameters, and p(X™) represents a prior mean value.
Since we are considering a GP with zero prior mean, Eq. 3.14 can be simplified as:

1 1
~(y"")(K + o )y™ — 5 log | K + 02| — % log2m (3.15)

].Og p(yout|Xin’ @) — 5

where each term of the Eq. 3.15 has interpretative roles. For example, the first term
%(y"“t)T(K + a?l Jy°“* represents the data-fit term, which measures how well the GP
function fits the observed data using only the available samples. This term decreases
with the length-scales of the covariance function, which means that the GP function
becomes less flexible. The second term %log | K + ng | represents the complexity term,
which penalizes overly complex models and encourages simplicity. This term increases
as the length-scales of the covariance function increase, which means that the GP
function becomes less complex. Finally, the last term = log 27 defines a normalization
constant.

By maximizing the log marginal likelihood, we can find the optimal hyperparameters
for the GP function. However, by using the negative log marginal likelihood as the
objective function, any non-linear solver can be utilized. Therefore, the objective
function will be minimized according to hyperparameters. The negative log marginal
likelihood is a non-convex function, meaning that it may have multiple local minima.
To overcome this, it is common practice to use a multi-start process with different initial
guesses for the hyperparameters. This involves running the optimization algorithm
multiple times with different initial values for the hyperparameters and selecting the
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solution with the lowest negative log marginal likelihood as the optimal solution.
Accordingly, the optimal hyperparameters are found as:

©* = argmin(—log p(y°*'|X™ 0)) (3.16)

By optimizing the hyperparameters using the negative log marginal likelihood, we
can ensure that the GP function fits the observed data well and achieves good
generalization performance on new data. However, the optimization process can be
computationally expensive, especially for large datasets. Therefore, it is important to
use efficient optimization algorithms. In this thesis, we utilize the Sequential Least
Squares Programming (SLSQP) [Kraft, 1988]| solver to determine the optimal solution.

3.3.4 Prediction with deterministic inputs

Predictive distribution of noise-free model %% for a given unseen sample data z’* can
be represent as marginal distribution with zero mean:

¥t~ N0, K (2, ™)) (3.17)

By combining the marginal distribution with the distribution of the GP using the
training samples, we obtain a joint distribution:

([ 8 HEE]) o

In the case of the nosy signal, the joint distribution can be generalized:

0] | [K(Xm,Xm) + 02l k(Xm,;vm)D (3.19)

plyly™) ~ N ([o B, XY k(a2

Since the joint distribution of the variables is Gaussian, the resulting distribution
is conditioned on the training data p(y2*|y**) = N (u(z), o*(2")) is also Gaussian
[Rasmussen, 2003| with:

p(al) = kL (K 4 o20) " 'y™ (3.20a)
o () = k(2" al") — k[ (K 4 021) 'k, (3.20b)

where k, = k(X 2") is the vector of covariance functions and K (X™, X™) is a
Gram matrix.

In general, the predictive distribution of multivariate output dimension y%* can

be written as follows:
(i) = [ (@), pa () oy pi, (23] (3.21a)
S(@") = diag([oi(2]"), o3 (2"), ..., op (2)]) (3.21Db)
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3.3.5 Prediction with uncertain inputs

Up until now, we have assumed that the input to the GP is deterministic, while
the output is Gaussian with errors caused by measurement or modeling inaccuracies.
However, if we are dealing with random input, where the uncertainties in the input
need to be taken into account when propagating through the GP model, we can
assume that the input follows a Gaussian distribution, denoted as 2z = N/ (gin, Lgin ).
To obtain the distribution of the predicted output, which is also uncertain, we need to
integrate over the input distribution using the following approach:

Py | pain, Dain) = / Py ) p(@ |pain, Sain) dal” (3.22)

In the case of the general kernel functions, it is not possible to compute the posterior
distribution analytically because the Gaussian input is mapped through a non-linear
function. To address this issue, the predictive distribution can be approximated using
a Gaussian distribution and utilize various methods to calculate its statistics, allowing
propagation of the uncertainty through the model. In our context, we consider two
techniques to propagate input uncertainties: Taylor Approximation (TA) and Exact
Moment Matching (EM). These techniques are used to approximate complex functions
and probability distributions, respectively. For a more comprehensive understanding
of these techniques, we suggest referring to the works of Girard and Deisenroth [Girard
et al., 2003, Deisenroth, 2010)].

Taylor Approximation

By using TA approximation, the mean output u(z*") is approximated by its first-order
Taylor expansion. For the output variance o?(x), we use the first and second-order
Taylor expansions around the mean output 2 to approximate it.

When using a first-order Taylor expansion, the mean prediction at a random input
2™ does not offer any correction beyond what is already provided by the zero-order,
as in (3.20a):

pra(@) = kL (pgpn ) (K + 021) 'y (3.23)

The first-order Taylor Approximation (TA1) of the output variance is given as
follows:

; Opra(p m)T Opra(phyin)
2 in 2 Ty fiad
orar (@) = 07 (ptyin) + Dt Y B (3.24)
as well as the second-order Taylor Approximation (TA2):
in in 1 620_2<'uxm)
07 a2(2") = 0741 (") + St <mzz" (3.25)

where 02 (pi,in) corresponds to 3.20b. In contrast to the deterministic input case
in 3.20, using the first and second-order Taylor expansion leads to correction terms
for the posterior variance and covariance. These correction terms consider both the
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gradient of the posterior mean and the variance of the input of the GP. As a result,
according to [Hewing et al., 2019], the complexity of prediction with TA1 is O(n,n2m?).
However, TA2 approximation requires additional computational effort as it involves
solving for the second derivative.

Exact Moment Matching

For a zero prior mean function and SEard kernel, the predicted mean and vari-
ance can be computed analytically using the law of iterated expectations (Fubini’s
theorem) [Deisenroth, 2010]. Therefore, the predicted mean can be expressed as:

MEM($in) = kz(ﬂxi% Ex’*")(K + 0721])_1?/ (326)

where the covariance function k, is simultaneously a function of input mean and

covariance:
KL (. Se) = 03B A7 1173
L in T —1/,.in (3.27)

The variance of the predictive distribution is defined as follows:
opu(zy) = of —tr((K +0Z1)7'Q) + 87 QB — pi3 (3.28)
in which § = (K + 0ZI)~'y** and elements of @ € R™™ are computed as:

28 AT+ T2 (3.29)

[Qli; =

Lo - _
exp((2ij — pgin)" (Sqin + 5/\) " in AN (255 — pgin)

where z;; = %(zﬁ" + m;”) According to to [Hewing et al., 2019|, the computational

complexity in prediction with EM approximation is given as O(nZnym3)

GP is limited in its applicability for relatively small systems or slow systems
in dynamic contexts due to the fact that their computational complexity is directly
influenced by the input and output dimensions, as well as the number of training points.
This means that as these dimensions and the number of training points increase, the
computational complexity also increases, which can make GP computationally difficult

for larger systems. Therefore, the use of GP may be limited in such scenarios.

3.3.6 Computational complexity

As emphasized in the previous subsection, GP is a limited model in the context of
scalability. Specifically, as the size of the system and the number of samples increases,
the computational complexity of the GP model also increases. One of the primary
reasons for this computational complexity is the computation of the inverse covariance
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matrix (K + 0?] )~!. This matrix is an essential component of GP and its calculation
becomes increasingly difficult as the size of the data set grows. This can make the use
of GP challenging and computationally expensive in large-scale systems.

To minimize the computational effort in inverting (K + ag[ )~! during prediction, it
is possible to apply the Cholesky decomposition. Cholesky decomposition decompose
matrix into (K + O'gf )= LCthl, where L, is the lower triangular matrix with all
positive elements. Reducing the computational complexity is possible by pre-computing
both the Cholesky L., and the linear ., terms as:

Loy = chol(K + o21) (3.30a)
Bch - LZ}L \ (Lch \ yout) (330b)

where \ is the left matrix division.
Hence the mean and variance can be calculated as:

(@) = K Bon (3.31a)
0'2<$in) = k;(xi”, zi”) — g;LTCh (3.31b)

where 7., = Loy \ k.

3.3.7 Sparse approximation

To handle the increasing computational complexity that can arise from large training
data, one approach is to use inducing points to create a sparse approximation of the GP.
This approach can significantly reduce the computational cost while still maintaining
a high level of accuracy. However, selecting the appropriate set of inducing points
is critical to obtaining a good sparse approximation. The inducing points should be
representative of the entire input space to ensure that the resulting approximation
captures the full complexity of the original GP. If the selection of inducing points is
suboptimal, the accuracy of the approximation may suffer. Therefore, while sparse
approximation can be a useful tool, the process of selecting inducing points requires
careful consideration to achieve a successful approximation.

The literature has proposed several sparse methods that use inducing points, such
as those presented by [Seeger et al., 2003, Smola and Bartlett, 2001, Quinonero-Candela
and Rasmussen, 2005]. In this thesis, we adopt the variational learning approach,
which jointly infers the inducing inputs and the kernel hyperparameters by maximizing
a lower bound of the actual log marginal likelihood [Titsias, 2009]. The idea behind
sparse Gaussian Processes is selecting a small set of points, known as inducing points,
denoted by, X/ = [zI"|{.,.,, € R™ "= m,, < m,, to improve the approximation
of the marginal likelihood. By using this subsample, the approximate posterior GP
mean and covariance function depends on a mean vector p,, and a covariance matrix
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A, as:

ﬁ(xin) = krj;*(Kmm + ng])_lﬂm (3.32a)
72 (2™) = k(2™ 2™) — kL (Kpm + 021 ks + kL K A Kk (3.32D)

where

Hm = 0-;12KmmFKmnyOUta Am = KmmFKmm
I'= (Kmm + JrZZKmnKnm>7l

where K, 1S my, X m,, covariance matrix of { X/} K,,, is m,, X mg covariance
matrix between { X"} and the training set X; k,,, is the cross-covariance vector.

In general, sparse approximation is a technique that reduces the time complexity of
GP prediction from O(m?) to O(msm?,), while still preserving important information
from the original data. This means that instead of having to compute all pairwise
distances between m, data points, we only need to compute m, distances using a
subset of informative points m,, < m,. The resulting prediction accuracy is nearly as

good as the full GP but with significantly less computational cost.

3.4 Conclusion

This chapter has presented a concise introduction to the fundamental concepts of
machine learning, with a focus on supervised learning and regression tasks. The
Gaussian process framework has been explained in detail as a powerful tool for
supervised regression modeling.

While unsupervised and semi-supervised learning are two additional important
frameworks in machine learning, they fall outside the scope of this thesis and have
not been covered.

The purpose of this chapter is to provide a foundation for the subsequent introduc-
tion and application of the Gaussian process framework, which is the primary focus of
this thesis.
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Chapter 4

Data Driven CC-OPF using Gaussian
Process

4.1 Introduction

This chapter presents our first contribution in the form of a full GP CC-OPF approach
that replaces the traditional AC-PF balance equations with GPR. The GPR is learned
from the input and output data of the full AC-PF and is embedded in the CC-OPF
problem. To propagate input uncertainties, various approximation techniques such
as Taylor Approximation (TA) and Exact Moment Matching (EM) are used. This
allows an analytical reformulation of the CC-OPF to determine the optimal solution
by linearizing around the expected operating point and assuming normally distributed
deviations. The proposed approach has been evaluated on various system buses such
as IEEE9, 39 and 118. The approach and results of this chapter have been published
in the International Journal of Electrical Power & Energy Systems (IJEPES) |2].

The rest of this chapter is organized as follows: Section 4.2 introduces the problem
statement, research question, and hypothesis, while Section 4.3 presents the proposed
approach. Section 4.4 discusses the experimental results that support the approach,
and finally, Section 4.5 provides a summary of the outcomes of the study and suggests
areas for further research.

4.2 Problem Statement

The AC-OPF problem is crucial for efficient and reliable power systems and markets.
However, it is complex in many ways: economically, electrically and computationally.
In this research, the computational problem of ACOPF will be considered which is a
consequence of the lack of a fast and robust solution technique for the full AC-OPF.
Usually, approximation techniques are employed to obtain reasonably acceptable
solutions for the AC-OPF. While these techniques may reduce computational costs,
they can also compromise the reliability of solutions, resulting in billions of dollars in
unnecessary costs and environmental damage from emissions and energy waste |Cain
et al., 2012].
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Improving the solving of AC-OPF is crucial, as seen from Energy Information
Administration (EIA) data on wholesale electricity prices and US and World energy
production [EIA, |. Improvements can increase market efficiency by reducing costs
by 5%, resulting in billions of dollars in savings per year. [ONeill et al., 2011] states
that installing new software with an improved solution can cost less than 10 million
dollars, leading to potential benefit/cost ratios in the range of 10 to 1000. Therefore,
small increases in dispatch efficiency can have significant economic benefits. Thus,
efficient and reliable AC-OPF solutions are crucial for the optimal operation of power
systems and markets. Investing in improving the computational methods for solving
the AC-OPF problem can offer significant economic and environmental benefits.

The integration of renewable energy sources (RES) into modern power grids
provides significant advantages in terms of reducing energy production costs and
carbon emissions, thereby promoting environmental protection. However, the rise in
RES generation, such as wind and solar, poses significant challenges for Transmission
System Operators (TSOs) in solving AC-OPF. The intermittent nature of RES
generation is the most significant challenge as it poses a significant threat to grid
security and can result in power outages.

The traditional approach to power grid operation and control, which relies on a
fixed generation profile, is not feasible for grids with a substantial share of RES. To
address this challenge, there is a need for a new class of optimization and control
algorithms that account for generation uncertainty. These algorithms should be capable
of handling the challenges that come with integrating intermittent RES generation
into the grid.

This thesis addresses the stochastic AC-OPF problem, which is made more chal-
lenging due to the inclusion of uncertain generation. Various approaches have been
proposed to tackle stochastic OPF problems, including robust optimization (RO),
probabilistic OPF (P-OPF), and chance-constrained (CC) optimization. In this work,
we focus on the Chance-Constrained Optimal Power Flow (CC-OPF) approach [Morillo
et al., 2022, Wu et al., 2019], which aims to minimize power generation costs while
providing optimal power dispatch in the face of changing demand and operational
conditions of a power grid. The CC-OPF problem ensures that the operational con-
straints, such as nodal voltage limits and transmission capacity limits, are met with
a high probability [Lubin et al., 2019, Roald and Andersson, 2017|. This provides a
guarantee of grid resilience against sudden changes in RES generation. However, the
chance-constrained (CC) OPF remains a challenging optimization problem both in
terms of solution accuracy and computational complexity [Venzke et al., 2020].

Researchers have been actively exploring ways to solve the CC-OPF problem,
which remains a challenging optimization problem. Previous studies, such as [Calafiore
and Campi, 2006] and [Vrakopoulou et al., 2013al, have employed Monte Carlo (MC)
scenario-based CC-OPF with nonlinear AC-PF equations. However, this approach is
not scalable when the system size or the number of scenarios increases [Mezghani et al.,
2020]. To address this issue, advanced sampling policies have been proposed, such as
importance sampling [Mezghani et al., 2020, Lukashevich et al., 2021, Lukashevich
and Maximov, 2021], and active sampling [Capitanescu et al., 2012, Owen et al.,
2019]. These methods aim to reduce the number of required samples while maintaining
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solution accuracy, making it possible to tackle larger and more complex CC-OPF
problems. Unlike the scenario-based approach for solving CC-OPF| this study focuses
on the analytical approach, which offers better computational performance for large-
scale power systems by using certain distribution functions to model uncertainty.
Although many papers have proposed convex/linear approximations to the chance-
constrained problem [Lubin et al., 2015, Roald et al., 2016, Du et al., 2021|, most of
them are conservative and cannot handle large variations in power generation and/or
demand. Another line of research employs the nonlinear Polynomial chaos expansion
to model uncertainties in power generation and demand, but this approach often lacks
good computational performance [Miihlpfordt et al., 2019, Miihlpfordt et al., 2016].
Additionally, most of the prior work relies on accurate knowledge of power system
parameters, which may not be available due to insufficient and irregular equipment
calibration. This challenge becomes even more critical in micro-grids and low-voltage
grids where real-time metering capabilities are reduced, and parametric uncertainties
are prevalent.

According to the aforementioned problems, this thesis is driven by the need to
address the challenges posed by the computational complexity of solving stochastic
CC-OPF problems without compromising the quality of optimal solutions. To this end,
the research question is focused on how to strike a trade-off between the computational
complexity and optimal solutions of the problem. The hypothesis put forward is that
a data-driven approach, leveraging machine learning techniques, can enhance the
solution of CC-OPF, leading to a trade-off between computational complexity and
optimal solutions.

This chapter introduces a novel approach to solving the CC-OPF problem that
balances computational complexity and solution accuracy. Instead of traditional
approaches that rely on power balance equations, we propose using Gaussian process
regression (GPR) to learn an approximation to power flow equations based on empirical
samples of RES and load fluctuations. GPR is a model-free machine learning algorithm
that can fit any smooth nonlinear function and offers a reasonable complexity-accuracy
tradeoff [Dudley, 2010, Schulz et al., 2018, Liu et al., 2020]. Our approach differs
from prior work, which has focused on deterministic OPF formulations using GPR
[Pareek and Nguyen, 2020, Xu et al., 2020| or neural network-based power-flow models
[Pan et al., 2020, Singh et al., 2021]|. Such models do not consider CC-OPF with
input uncertainty. Neural network-based stochastic AC-OPF has been proposed in
[Gupta et al., 2021], but considers scenario-based CC-OPF. Instead, our GP-based
formulation accounts for both parametric and input uncertainties, including analytic
CC-OPF constraints. This approach exploits uncertainty propagation in Gaussian
processes, resulting in a more accurate and efficient solution to the CC-OPF problem.

4.3 Proposed Approach

The problem given in 2.41 is not tractable to solve. There are two main reasons for
this. Firstly, 2.41b is a semi-infinite problem, meaning that the set of fluctuations
W is uncountable. Secondly, the chance constraints 2.41c - 2.41i are not tractable
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for solving by optimization solver. Accordingly, we reformulated 2.41 as a nonlinear
programming (NLP) problem with learned GPR in the constraints, such that an
optimization solver can handle it.

Following [Bienstock et al., 2014], the objective function is reformulated as:

Elci(pgi(w))] = > {e2i0l; + tr(Sw)a) + c1ipgi + coi} (4.1)
1€G

where {cy.4, ¢1.4,coi}5_, > 0 are scalar cost coefficients and « is the participation factor.
Note that o (participation factor) is not a standard (fixed) value, but variables to
be optimized with constraints Zle a; = 1 and ap > 0. Accordingly, the objective
function is a convex quadratic function of p, and .

Reformulating chance constraints to the tractable form implies reformulating both
output and decision input constraints. According to [Hewing et al., 2019], a GPR
individual output probabilities could be expressed in terms of the mean p and variance

0'22

{Prob pit ol Syttv) < 1l-e (4.2)

Prob(p; — /o2 > y?"mn) <1 — ¢

that is equivalent to:

outmm _|__ TZ / < Mz < yOUAtmdx _ / 7,2 (4.3)

where r; represents the quantile function ®~1(1—¢;) of the standard normal distribution
and i = 1, ..., ny; n, is number of outputs.
Similarly, the decision input constraints are |Bienstock et al., 2014]:

PrOb(pg,i + % tT(E ) < pmaﬂ?) < 1 - Epg,i (4 4)
Prob(py; — a; tr(3,) > p;"lm) <1l—¢,, .
As in (4.2), this formulation is equivalent to:
p;nzm + Tpy Qi tr(3,) < Pgi > p;nzax — Tpg,i Xi tr(X,) (4.5)

where r,, , = ®'(1—¢, ) andi€g.
By taking into account of the formulations in (4.1), (4.3), and (4.5), the following
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full GP CC-OPF is derived:

min Z{CQ ; pgZ +1(3,)ad) + c1.iPgi + o} (4.6a)

Pg,, 1,0 < icG

s.t. Zal—l a; >0 (4.6b)
i€g
Zpg,i = Zplz - Zprsj- (46C)
i€ ieL jer
u~ = pi(x") (4.6d)
o} = o (x™) (4.6¢)
youtmin N < gy < y2ttmes — ) (4.6f)
p;nlzn + >\pg i < pg i < pmax - )\pg,i (46g)

where \; = r;4/0? for i € n, and Ap,s = Tp,. Qi \/tr(X,) are uncertainty margins. By
Vtr(X,,) the standard deviation of the total active power imbalance € is represented.
Equation (4.6¢) describes the balance equation in which decision variables of control-
lable generators have to be satisfied in the power system keeping the balance between
generation and consumption, while (4.6d) and (4.6e) represent GPR output mean and
variance formulation. Thus, we replace the standard AC power flow equation with a
data-driven method using these equations.

The proposed OPF optimization method using the GP-based model results in a
non-convex optimization problem that can be challenging to solve. However, for the
chosen twice differentiable SE kernel and zero prior means, the second-order derivative
information of all quantities is available. Thus, the problem can be solved using
sequential quadratic programming or the nonlinear interior-point method. We used a
primal-dual interior-point algorithm with a filter line-search approach, and we have
used the IPOPT [Wichter and Biegler, 2006] solver in the non-linear optimization
framework CasADi [Andersson et al., 2019]. To solve this optimization problem,
we assume simultaneous approaches that simultaneously treat p,, «, u, and o? as
optimization variables.

4.3.1 Full GP CC-OPF Pipeline

The proposed full GP CC-OPF problem is solved using a three-stage procedure. In
the first stage, historical data or a simulator is used to collect fluctuations of power
demand and RES power generation, along with dependent variables. In the second
stage, Gaussian process regression is employed to provide a data-driven probabilistic
approximation for the dependent variables in the power balance equations, which
are much more tractable than the PF equations. This approximation simplifies the
optimization problem significantly. A synthetic example illustrating this procedure
is shown in Figure 4-1. In the third stage, the probability for constraint violations,
referred to as uncertainty margins, is computed using Eq. 4.3 and 4.5. This probability
has a straightforward expression for Gaussian process-based modeling with input
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uncertainty and enables the CC-OPF problem to be transformed into a deterministic
optimization problem. Solving this problem gives us a minimal cost of power dispatch
that meets the probabilistic security constraints.

25
......... t(x) =2.2xsin(x) + x*
Training samples
20| — gl(x) - GP function
—. 15
=
[@)]
< 10
=
5
0
—6 —4 -2 0 2 4 °
X

Figure 4-1: A synthetic example illustrates the power of the Gaussian process regression.
Function ¢(z) = 2.2x sin x+? stands for the initial equation and g(z) is its data-driven
approximation via the Gaussian process with the squared exponential kernel. We refer
to the approximation as a GP-function.

4.3.2 Input Covariance

As discussed in Section 3.3.5, we make an assumption that the unseen input points
2 for the GPR that follow a normal distribution with a vector mean denoted by
Wz, € R™ and a covariance matrix denoted by ¥, & R"*"=  The mean values
correspond to the optimized control variables, while the uncertain parameters are
forecasted as:
fain = [Py, 0 D) "

where py = [p}, 02, -, 05917, oo = [P, 07 - 01 F] " and prs = [pyg, Prgs -, PiE] T Due to
the linear feedback, the input covariance matrix Y., needs to be correctly defined as
pg is correlated with uncertainty w in p; and p,s. This matrix is:

Yg Vg
e 7
gw w

so that ¥, € R"9"¢ 3, € R"&" and X, € R"9"£ are covariance sub-matrices.
The covariance sub-matrix ., represents uncertain variations in loads and renew-
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able sources. We consider this matrix as diagonal:

_ai .. 0 0 .. 0]
“=10 .. 0 & .. 0 ‘
0 .. 0 0 .. o2,]

and assume that fluctuations between stochastic power injections are independent,
consistent with prior work [Bienstock et al., 2014].

Sub-matrix X, refers to controllable generator deviations caused by loads and
renewable sources fluctuations keeping the balance of the system. Since controllable
variables p, are dependent on forecasted uncertain injections p; and p,s, the deviations
of p, are also dependent on fluctuations of w as follows:

AGtr(Ey) . antr(Sy) o,
5, = (4.9)
ngtr(Xy)ar ... aj tr(%,)

The covariance elements between dependent decision variables and stochastic
parameters are expressed in sub-matrix X, as:

2

2 2 2
OélO'll ozlaln£ ozlam alarsnﬁ
Sgo = | o (4.10)
2 2 2 2
Qpg Jll angalnﬁ angarﬂ a'ﬂgo_rsnﬁ

4.4 Experimental Setup and Results

The results presented in this chapter are obtained on an Intel Core i7-5500U CPU @
2.40GHz and 8GB of RAM. To simulate the experiment, we use our python gp-ccopf®
framework developed for this article and pandapower [Thurner et al., 2018| package
to validate results.

4.4.1 Case Study

We use the 9, 39, and 118-bus IEEE Test Systems to evaluate the performance and
scalability of the proposed GP CC-OPF method. Simulations are conducted using
pandapower [Thurner et al., 2018] package for Python.

IEEE 9-bus Test Systems consists of 3 generators and 3 loads on the high-voltage
level of V,, = 345kV. We introduce two renewable source generators at buses 3 and 5
with a total forecast power output of 80 MW, which is approximately 25.4% of the

https://github.com/mile888/gp_cc-opf
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total active power demand. We assume that the reactive to real power ratio is 0.3.
All loads and renewable sources are uncertain.

IEEE 39-bus Test Systems consists of 10 generators and 21 loads with V,, = 345kV .
Renewable source generators are placed at buses 1, 11, 14, 21, 23, and 28 with a total
forecast power output of 1260 MW, which is approximately 20.2% of the total active
power demand. The assumed power ratio is 0.3. Also, we consider that all loads and
renewable sources are assumed to be uncertain.

IEEFE 118-bus Test Systems consists of 54 generators and 99 loads with V,, = 345kV.
The six renewable source generators are placed at buses 10, 27, 47, 51, 78, and 92
with a total forecast power output of 1260 MW, which is approximately 29.7% of the
total active power demand. All loads and RES are considered as uncertain elements
with an assumed reactive to real power ratio of 0.3.

The forecast errors are modeled as zero mean, multivariate Gaussian random
variables with a standard deviation corresponding to 15% of the forecasted loads
(o, = 0.15p;) and 30% of the forecasted renewable sources (0.5 = 0.3p,s). The
acceptable violation probabilities € are set to €, = 0.1% and € = 2.5%. Since generation
constraints are physically impossible to violate, we assume a very small percentage of
violations (e, ), as proposed in Swissgrid (the swiss system operator) [Abbaspourtorbati
and Zima, 2015] for their reserve procurement process. In contrast, output constraints
are soft constraints where some violations can be tolerated (¢) if the magnitude and
duration are not too large or removed through additional control actions such as
generation re-dispatch [Roald and Andersson, 2017].

4.4.2 FEvaluation Procedure and Metrics

To evaluate the prediction quality of the GPR optimized using training data, we use
the root mean squared error (RMSE) metric for each output & as:

1 & .
> (ygut — ety

* =1

RMSE), =

where y°“* and §°“* are the actual (AC-PF) and predicted (GPR) mean values for
testing data, and m, is the number of test samples. The average evaluation score of
all output variables is calculated as follows:

" RMSE,

Ty

RMSE = (4.11)

Solving the data-driven CC-OPF with GP-based constraints for different test
data, we compute the mean of output variables 7°“* (Eq. (4.6d)) and report the
RMSE against the variables computed by AC-PF. To analyze chance constraints
feasibility, we compare the distribution of output variables, computed analytically in
GP CC-OPF, with the true empirical spread computed via AC-PF with Monte-Carlo
samples of uncertainty w around the mean inputs (loads, RES, and optimized generator
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set-points).

To measure the performance of the solution, we also compute the computation
time, generation cost (Eq. (4.6a)), and the empirical spread of output variables for (a)
model-based scenario CC-OPF [Vrakopoulou et al., 2013a], [Mezghani et al., 2020],
(b) AC-OPF on individual test samples (i.e., full recourse), and (c) AC-OPF for base
case (mean loads and RES). Note that AC-OPF on the base case does not optimize
for input uncertainty and presents the worst-case violations. On the other hand, the
full-recourse solves AC-OPF for each sample separately and is the benchmark for
feasibility as it is not restricted to linear generator feedback.

4.4.3 Models Performance

Proposed GPR models for IEEE 9, 39, and 118-bus systems are trained on randomly
sampled data, generated as discussed in Section 2.4. The GPR model of the IEEE
9-bus system consists of 8 inputs features and 15 outputs, while the IEEE 39 bus has
37 inputs and 74 outputs. Likewise, the GPR model of the IEEE 118-bus system has
159 inputs and 291 outputs. In the case of the IEEE 9 bus case, we applied 75 random
samples for training and 25 for validation. For the IEEE 39 bus system, training is
conducted on 200 samples, and 65 samples are used for validation. Similarly, for the
IEEE 118 system, 400 training samples and 100 validation samples are used. The
average RMSE metric in Eq. (4.11) for IEEE 9, IEEE 39, and IEEE 118 bus are RMSE
= 7.72-107% p.u., RMSE = 8.91-107* p.u., and RMSE = 2.83-1072 p.u., respectively.
The small errors suggest that the models for both systems have good generalization
for deterministic inputs and that the hyperparameters are well optimized.

Next, we use the GP CC-OPF method with three approximation methods: first-
order Taylor approximation (TA1), second-order Taylor approximation (TA2), and
Exact moment matching (EM). The iterative solution interior-point algorithm is
applied to find a feasible solution in k iterations. In our simulations, the algorithm
converged within a relatively small number of iterations for the convergence tolerance
of € = 107°, as shown in Table 4.1. Table 4.1 also presents each approximation
method’s RMSE for GP-output against AC-PF based outputs, for the same inputs.
The RMSE results are the same for TA1 and TA2 algorithms since both algorithms
have the same mean function (3.23). In contrast, the EM mean function depends
on input covariance; in our case, the RMSE is better. However, the CPU time of
optimization is greater for EM, with a sharper increase for the larger system.

4.4.4 Chance-constraint feasibility and uncertainty margins

We plot the spread of centered CC-OPF output variables (voltages at PQ buses,
reactive powers at controllable generators, and apparent power flows on the lines) for
the IEEE 9-bus system in Fig. 4-2. The three standard deviations (3 STD) intervals
for uncertainty margins are analytically derived using the estimated GP-variance,
see Eq. (4.6¢e). The different approximations considered for uncertainty propagation
are marked as blue (TA1), red (TA2), and black (EM). The empirical spread for
the same output variables is derived using both GP-function and AC-PF equation
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System Parameters TA1 TA2 EM
RMSE |[p.u| | 6.35-107% | 6.35-1072 | 5.95-107°
IEEE 9 | No. iteration 16 14 16
CPU time |s] 0.35 4.97 6.60
RMSE |[p.u.| | 1.37-1072 | 1.37-1072 | 1.35- 1072
IEEE 39 | No. iteration 18 18 20
CPU time [s] | 19.38 717.6 1221.2
RMSE [p.u.] 837-1071 | 837-107' | 821-107"!
IEEE 118 | No. iteration 20 21 21
CPU time [s] 212.1 2987.1 4102.3

Table 4.1: GP CC-OPF method results for IEEE 9, IEEE 39 and IEEE 118 bus

systems.

B TA1 - 3 std interval B TA2 - 3 std interval
B EM - 3 std interval GP MC - lower margin 0.27% interval
GP MC - upper margin $9.73% interval PF MC - lower margin 0.27% interval

B PF MC - upper margin 99.73% interval
0.35

0.3
0.25

0.2
0.15
0.05
o Ml M we e WD 0OH ol
& & A

P F P E RS AR R

Uncertainty margins [p.u.]

Power System output variables

Figure 4-2: Output uncertainty spread of IEEE 9.

with 5000 Monte Carlo (MC) samples of the input uncertainty w. Brown and yellow
bars represent the upper and lower margins of the MC-based GPR model, while dark
and light green bars are for the upper and lower margins of the MC-based AC-PF
equation. Due to the asymmetrical MC-based distributions owing to nonlinear AC-PF,
the upper and lower uncertainty margins computed as 99.73% and 0.27% probability,
respectively (3 STD), are depicted separately.

Similar plots for nodal voltage, reactive power injections, and apparent power flows
on lines of the 39 and 118 bus systems are presented in Fig. 4-3 and Fig. 4-4. Note
that part of the variables is shown in Fig. 4-4 due to the impossibility of presenting
all of them in the figure. Comparing the analytic results with the Monte Carlo based
uncertainty margins, it is clear that they are close for most outputs, with a few
exceptions where the analytic spread overestimate the MC ones.

Note that as analytic margins satisfy the chance constraints, see Eq. (4.6f) and
Eq. (4.6g), the smaller MC empirical violations will also be within the chance-
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Figure 4-3: Output uncertainty spread of IEEE 39.
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constrained limits, and hence feasible. Moreover, from Fig. 4-2, Fig. 4-3 and Fig. 4-4,
MC margins for the GPR model and AC-PF equation are comparable, which implies
that the GPR model can learn the nonlinear AC-PF accurately. For the IEEE 39 and
118 bus systems, we do observe small deviations between upper and/or lower margins
for some variables, but this can be overcome by increasing the number of training
data samples.

4.4.5 Comparison with Model-based Scenario CC-OPF

Here, we compare the cost, computational time, and CC-feasibility of the GP CC-OPF
method (with TA1 approximation), with model-based scenario CC-OPF |[Vrakopoulou
et al., 2013a, Mezghani et al., 2020], with a varying number of scenarios. The empirical
constraint violation for determined set-points is computed using 1000 test MC samples.
We also compare our method with two model-based setups:

(A) AC-OPF will full recourse, i.e., separate AC-OPF for each MC sample,
(B) and AC-OPF for the base case, i.e., AC-OPF for the mean input.

Note that though unrealistic, (A) considers generalized nonlinear feedback, while
(B) doesn’t optimize the participation factor « and uses equal generator participation
for test MC samples. Hence they represent, respectively, model-based solutions with
the best and worst feasible solutions.

In Table 4.2, we can observe that GP CC-OPF solution produces the desired
reliability level of €, = 2.5%, with a cost between that of (A) and (B) for both test
cases. Note that (A) solves separate AC-OPF for each MC sample and hence has no
constraint violation but a higher cost. On the other hand, (B) ’s set point is optimized
by OPF for the mean loads and RES. Thus, it has a lower cost but large violations for
test uncertainty. Their computational time is that of a single AC-OPF. For scenario
CC-OPF, increasing the number of scenarios increases cost and reduces constraint
violations for either test case. Although the number of scenarios necessary to get
desired CC-feasibility is greater than 100 for IEEE 39 and greater than what leads
to a significantly higher computational time for scenario CC-OPF over GP CC-OPF
where CC is implemented analytically.

To study the empirical spread of output variables, we illustrate the voltage magni-
tude under uncertainty at bus 8 of IEEE9 in Fig. 4-5, the voltage magnitude at bus
25 of IEEE39 in Fig. 4-6, and the same variable at bus 47 of IEEE118 in Fig. 4-7.
As one can observe, voltage values for GP CC-OPF for the IEEE9 (Fig. 4-5a) are
centered further from the minimal voltage than the corresponding voltage values for
100 scenarios CC-OPF (Fig. 4-5b). The latter leads to reduced violation of GP CC-
OPF compared to scenario CC-OPF for the important lower voltage limit. Moreover,
the latter’s spread is more skewed to the constraint border. Note that (A) with full
recourse has no violation while (B) for base-case has a higher violation. Similarly,
for voltage at bus 25 of IEEE39 and bus 47 of IEEE118, the GP CC-OPF voltage
spread (Fig. 4-6a and 4-7a) is further from the important upper limit compared to
the solution of scenario CC-OPF (Fig. 4-6b and 4-7b).
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System IEEE 9

Parameters Cost [$] Infeas. Prob. [%] | Time (s)
A (full recourse) | 4.056 - 103 | - 0.86

B (base-case) 3.467 - 103 | 9.76 0.86
GP CC-OPF | 4.039-10% | 0.44 0.35

20 CC-OPF 3.481-10° | 7.52 4.4

50 CC-OPF 3.836 - 10° | 4.92 12.1

100 CC-OPF 3.985-10° | 1.24 22.8
System IEEE 39

Parameters Cost [$] Infeas. Prob. [%] | Time (s)
A (full recourse) | 7.869 - 10° | - 0.93

B (base case) 7.533 - 10° | 35.36 0.93
GP CC-OPF | 7.752-10° | 2.36 19.38

50 CC-OPF 7.642 - 10° | 14.20 96.4

100 CC-OPF 7.696 - 10° | 8.24 184.7
200 CC-OPF 7.813-10° | 0.16 505.0
System IEEE 118

Parameters Cost [9] Infeas. Prob. [%] | Time (s)
A (full recourse) | 26.91 - 10° | - 1.59

B (base case) 26.39 - 10° | 49.97 1.59
GP CC-OPF 26.91 - 10° | 2.47 212.1
100 CC-OPF 26.52 - 10° | 28.12 683.3
200 CC-OPF 26.71-10° | 19.62 1856.5
500 CC-OPF 26.90 - 10° | 4.78 39537.1

Table 4.2: Cost function values and probability of violation of a constraint at a solution
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(a) Spread of voltages for GP CC-OPF and (B) (b) Spread of voltages for scenario CC-OPF and

AC-OPF for base case.

(A) AC-OPF with full recourse.

Figure 4-5: Case IEEE-9. Empirical Spread of voltages at Bus 8 under uncertainty.
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Figure 4-6: Case IEEE-39. Empirical Spread of voltages at Bus 25 under uncertainty.

GP CC-OPF 100 CC-OPF
200{ ~ © 3200 . A
175
|v_max| = 1.06 280 |v_max| = 1.06
5,150 >240
< =
S 125 $ 200
qg)-lOO %160
ic 75 (=120
50 80
25 40
%1612 1.028 1.044 1.06 1.076 1.092 %612 1.028 1.044 1.06 1.076 1.092
v47 [p.u] v47 [p.u]
(a) Spread of voltages for GP CC-OPF and (B) (b) The spread of voltages for scenario CC-OPF
AC-OPF for the base case. and (A) AC-OPF with full recourse.

Figure 4-7: Case IEEE-118. Empirical Spread of voltages at Bus 47 under uncertainty.

4.4.6 Discussion

Comparing the results of different approximation methods within GP CC-OPF, we
can conclude that all three methods (TA1, TA2, and EM) approximate uncertainty
margins very well with small probability violations for MC test samples (Figs. 4-2, 4-3).
Table 4.1 shows that with the system scaling, the accuracy (RMSE) of the mean
performance decreases. It can be explained by the fact that for the IEEE 39 and IEEE
118 bus systems, we considered 200 and 400 training data samples randomly sampled
in space. More samples and active learning techniques can help improving the accuracy
of large systems. The presented new approach for solving the CC-OPF problem could
be equally efficiently applicable for power networks of essentially larger size than
the test networks used for the algorithm testing. In general, the problem of GPR is
scalability, where the computational complexity of training and prediction increases
with the number of samples and input/output dimensions. Due to the inclusion of the
second derivative term, TA2 and EM are more complicated than TA1 as confirmed
by the CPU time results in Table 4.1. Computational complexity problems can be
overcome by using sparse GPR and dimensionality reduction techniques [Hewing et al.,
2019|, which we plan to explore in the future. Generally, from the obtained results
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that the TA1 method gives similar performance accuracy as TA2 and EM, but with
less complexity.

4.5 Conclusion

In this chapter, we have introduced a novel stochastic OPF method that is model-free
and data-driven. The key idea is to replace the standard AC power flow equation and
security constraints with a Gaussian process regression model. We have shown that
even with a relatively small number of samples, the GP function can accurately model
the AC-PF equations and efficiently propagate uncertainty from input to output.

In our experiments, we have demonstrated that applying the first Taylor Approxi-
mation method in GP CC-OPF outperforms other proposed approximation methods
and two widely used sample-based approaches. Despite the notable accuracy of the
data-driven CC-OPF, it is limited by the propagation space of the training data.
To address this issue, we propose a new hybrid GP CC-OPF method in the next
Chapter 5 that combines linear and non-linear approximation methods. Additionally,
we propose improving the scalability of the proposed approach using sparse GPR
formulations.
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Chapter 5

Data Driven CC-OPF using Hybrid
Sparse (Gaussian Process

5.1 Introduction

In this chapter, we introduce an improved version of the data-driven stochastic OPF
method proposed in Chapter 4. This improved approach is a hybrid method that
combines the linear DC-PF balance equation with the GPR-based estimation of the
residuals between DC and AC power flow equations. By incorporating the DC power
flow equation, our method is more robust and less sensitive to the propagation space
of the training data. To further improve the scalability of the method, we use sparse
techniques for the GPR kernel matrix. For the input uncertainty propagation, the
first-order Taylor Approximation (TA1) is applied. As in Chapter 4, the proposed
approach has been evaluated on TEEE9, 39 and 118 bus systems. The approach
and results of this chapter have been presented and published at the IEFEE Belgrade
PowerTech 2023 conference [1].

The remaining parts of this chapter are organized as follows: In Section 5.2, we
explain the reasons that motivated us to develop a hybrid approach for GP CC-OPF.
Section 5.3 presents the mathematical formulation of the proposed hybrid approach.
The experimental results that demonstrate the effectiveness of the proposed method
are presented in Section 5.4. Finally, in Section 5.6, we summarize the key findings of
this study.

5.2 Motivation

In Chapter 4, we introduce a novel data-driven GP CC-OPF approach that is based
on the full AC-PF equations. However, this approach may not always be robust and
its effectiveness heavily depends on the distribution and spread of training data in the
space. If the training data do not cover the space properly, the GPR model may tend
towards the prior mean, which is zero, resulting in an inadequate approximation of the
AC-PF function. To illustrate this drawback, we provide a toy example in Fig. 5-1
The disadvantage of the full approach is that GP is learned from historical data on
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(a) Full approach: GP learned on historical data; (b) Hybrid approach: GP learned on residuals
between the linear model and data.

Figure 5-1: Non-linear function zsin(x) + z (in red) is approximated with GP (blue;
left) based on several observations (red dots). The hybrid GP approximation (blue;
right) uses a linear proxy (green) to improve the approximation.

a full non-linear AC model using the entire synthetic data space. This means that this
model will make a significant prediction error if the historical data is poorly distributed
in space due to the technical nature of the system. A simple one-dimensional example
can be observed in Fig. 5-1a. One can see the difference in regression results between
x =10 and = = 17.5 for this method. A simple GPR will tend to predict zero prior in
this region since the absence of training data. To overcome this problem and build a
more robust approach, we propose a hybrid chance constraints GP-based structure.
Whereas hybrid GPR has non-zero prior in this region — linear approximation — and
regression result is more adequate.

The advantage of the hybrid approach can be demonstrated with a simple one-
dimensional example in Fig. 5-1b. Consider a non-linear function t(z) = zsin(z) + z
(red dashed line) and a linearized function h(x) = ax + b (green solid line - baseline
approximation), where coefficients (a,b) are fitted according to the training data
corresponding to the non-linear toy function ¢. Fig. 5-1a presents the dependence
learned by GPR (blue solid line) from the full non-linear function, while in Fig. 5-1b)
the hybrid approach of the summation of the linearized function and the additive GP
function learned on the residuals between ¢(z) and h(x) is shown. It can be seen from
Fig. 5-1a that when training data does not cover the function domain well enough, the
GP function will tend toward the prior mean equal to zero. In the case of a hybrid
approach, the function will tend to the values of the linearized function. Therefore,
the worst-case output results will not be equal to zero, but to the linearized model
outputs. Thus, a more robust model is proposed, in which the efficiency will not be so
strongly violated in the case that the training set is not fully presented. In the case
of the hybrid GP chance-constrained AC-OPF, the worst-case output results will be
equal to those obtained with the approximated DC CC-OPF.

The hybrid framework combines a linear DC approximated physical model and
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an additive GP-part learned on the residuals between a non-linear AC and a linear
DC power flow model. Thus, the hybrid approach to the AC power flow equation is
modeled as follows:

Yot = 22 () 4 (g% () +wy),  i=1, .., my (5.1)
where z°% is a known linear part and ¢°“ is an additive GP-term that describes
unknown non-linearities of the system that need to be learned from historical data.
According to 5.1, a residual output 7% is equal to:

)

pout = gt ot (Y = gt (™) 4wy, i=1,..,mg (5.2)

Even though the hybrid approach is a more robust method, it may still face
computational complexity issues due to the GP kernel matrix. To address this challenge,
we introduce a sparse GP approximation to enhance computational efficiency while
maintaining the robustness and accuracy of the method.

5.3 Hybrid approach

As previously discussed in Section 4.3, utilizing Gaussian processes to model power
flow equations with uncertainty offers a more tractable solution. Unlike the full
approach, our proposed hybrid approach replaces the power flow balance equation
with a combination of a linear approximation and an additive GPR model learned on
the residuals:

p= 2" (tgn) + p(a") (5.3a)
0% = diag(X,ou (Spm)) + diag(S(z™")) (5.3b)
where 2% (iyin) = [Vge, Apl, + b); v4e = 1 p.u. is constant DC output voltage, A is

linear coefficient matrix and b is intercept vector; diag(X,ou (X,in)) and diag(X(x™))
are column vectors of diagonal matrix elements where

0 0
Paowt = [o AinnAT]

Applying the GP-balance equation 5.3, an analytical reformulation of chance-
constraints with uncertainty margins Eq. 4.1-4.5 derived in Section 4.3, the hybrid
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GP CC-OPF problem is:

min Z{CQ ; pgZ +t1(3,)a) + c1.iPgi + o} (5.4a)

Pg,, 1,0 icG

s.t. Zal—l a; >0 (5.4b)
i€g
Zpg,i = Zpll - Zprs]- (54C)
i€ ieL jeL
pri = 2" (pgin) + p() (5.4d)
07 = diag(S,ou (Syin)) + diag(S(2?")) (5.4e)
yg)utmm + )\ < L < youtmaz _ )\Z (54f)
Poi" + Apys < Pgi SPpET — Ny, (5.4g)

where \; = 73/07 for i € ny and A, . =7, . \/tr(3,) are uncertainty margins.
Similar to the full approach, the non-linear optimization framework CasADi is
used to solve the hybrid GP CC-OPF formulation in Eq. 5.4 with the available IPOPT

solver.

5.3.1 Input Approximation as Normal Distributions

In the GPR model, for the given deterministic inputs, the predicted outputs have a
normal (Gaussian) distribution described with mean and variance (Eq. 3.20). Since we
consider a stochastic problem, the inputs are also distributed. Evaluating the outputs
of a GPR from an input distribution is generally intractable and the resulting outputs
distribution is not normal. For certain assumptions of the input distribution, some
strict over-approximations of the resulting distributions exist [Koller et al., 2018], but
they are computationally demanding and very conservative. Accordingly, we consider
computationally cheap and a practical approximation where the control and uncertain
inputs are approximated as jointly Gaussian distributed:

o N S = (|2 5232 55)
w gw w

where p,, p, = [pf,plL]" are vectors of optimized control variables and forecasted
operating points; X, € R"9*"9 3 € R"&"% and Y 4, € R"9"4 are input covariance
sub-matrices.

The covariance matrices ¥, ¥, and X, are equal to the equations 4.8, 4.9,

and 4.10, respectively.

Y
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5.4 Experimental Setup and Results

The simulations in this chapter are performed on an Intel Core i7-5500U CPU @
2.40GHz and 8GB of RAM. The python hybrid-gp' framework was developed to
simulate the investigation and pandapower |[Thurner et al., 2018| package was used to
validate the results.

5.4.1 Case Study

The performance and scalability of the proposed hybrid GP CC-OPF approach are
evaluated on 9, 39 and 118 bus IEEE test systems. All systems are provided with
pandapower [Thurner et al., 2018].

IEEE 9-bus Test Systems consists of 3 generators and 3 loads on the high-voltage
level of V,, = 345kV. We introduce two renewable source generators at buses 3 and 5
with a total forecast power output of 80 MW, which is approximately 25.4% of the
total active power demand. We assume that the reactive to real power ratio is 0.3.
All loads and renewable sources are uncertain.

IEEE 39-bus Test Systems consists of 10 generators and 21 loads with V,, = 345kV .
Renewable source generators are placed at buses 1, 11, 14, 21, 23, and 28 with a total
forecast power output of 1260 MW, which is approximately 20.2% of the total active
power demand. The assumed power ratio is 0.3. Also, we consider that all loads and
renewable sources are assumed to be uncertain.

IEEFE 118-bus Test Systems consists of 54 generators and 99 loads with V,, = 345kV.
The six renewable source generators are placed at buses 10, 27, 47, 51, 78, and 92
with a total forecast power output of 1260 MW, which is approximately 29.7% of the
total active power demand. All loads and RES are considered as uncertain elements
with an assumed reactive to real power ratio of 0.3.

The forecast errors are modeled as zero mean, multivariate Gaussian random
variables with a standard deviation corresponding to 15% of the forecasted loads
(o, = 0.15p;) and 30% of the forecasted renewable sources (0.5 = 0.3p,s). The
acceptable violation probabilities € are set to €,, = 0.1% and € = 2.5%. We assume a
very small percentage of violations (e,,) according to [Abbaspourtorbati and Zima,
2015|, since generation constraints are physically impossible to violate. However,
output constraints are soft constraints where some violations can be tolerated (e,) if
the magnitude and duration are not too large, or removed through additional control
actions such as generation re-dispatch [Roald and Andersson, 2017].

5.4.2 Model Performance

The hybrid GPR model is trained on residuals between datasets collected from full
AC-OPF and DC-OPF approximation. The synthetic data of the IEEE 9-bus system
consists of 8 inputs features and 15 outputs. The IEEE39 model has 37 inputs and
74 outputs, while the GPR model of the IEEE 118-bus system has 159 inputs and

https://github.com/mile888/hybrid_gp
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291 outputs. We generated 75, 200 and 400 random training samples for IEEE 9, 39
and 118-bus systems and considered a different number of inducing points of 10, 30,
and 50 for both full and hybrid GPR models. We use IPOPT solver to solve both
hybrid and full GP CC-OPF and find a feasible solution with a convergence tolerance
of €10 = 1072,

The results in Table 5.1 indicate that the hybrid GPR model with TA1 outperforms
both RMSE and CPU time with respect to the full GPR model with TA1 in Chapter 4.
Similarly, sparse approximation allows to significant reduce the time complexity for
both hybrid and full approaches. The power of the sparse approximation is presented
for all cases. Decreasing the number of inducing points reduces the computation time
in all test cases (IEEE9, IEEE39 and IEEE118) and approaches (full and hybrid), but
increases RMSE. Accordingly, we can find a trade-off between the computation time
and the accuracy of the faster and more robust hybrid GP approach. To determine the
level of error of the mean output values in prediction, the RMSE of the output data
from the analytical DC approximated CC-OPF was considered as the worst-case error.
For the given same inputs, the RMSE of the CC DC-OPF is RMSE = 6.65¢~2 p.u. of
IEEE9, RMSE = 3.04¢~2 p.u. of IEEE39, and RMSE = 5.84¢™! p.u. of IEEE118. In
other words, applying the GPR model with a few samples leads to at least 6 times
more accurate approximation than the DC baseline.

Therefore, our proposed hybrid GP approach in both cases gives a smaller error
than the well-known DC approximation. The comparison of the results are summarized
in Table 5.1.

Test Case IEEE 9 IEEE 39 IEEE 118

Parameters RMSE | Time | RMSE | Time | RMSE | Time
1072 pu. | sec. | 1072 p.u. | sec. | 1072 p.u. | sec.

hybrid TA1 0.30 0.24 0.53 10.28 214 162.4

hybrid-sparse 50 TA1 0.56 0.10 1.12 2.93 23.2 29.3
hybrid-sparse 30 TA1 0.79 0.06 1.22 1.23 31.4 14.5
hybrid-sparse 10 TA1 1.22 0.02 1.41 0.51 39.9 7.4

full TA1 0.63 0.35 1.37 194 83.7 212.1
full-sparse 50 TA1 0.97 0.17 2.69 4.12 87.8 41.1
full-sparse 30 TA1 1.67 0.13 2.80 1.42 93.1 24.1
full-sparse 10 TA1 2.43 0.03 3.25 0.51 99.7 10.2

Table 5.1: GP CC-OPF approximation method results for IEEE 9, IEEE 39 and IEEE
118 bus systems.

To support readers in better understanding the results presented in Table 5.1, we
provide graphical illustrations for all systems in Fig. 5-2, 5-3 and 5-4 .

5.4.3 Comparison of GP CC-OPF to Sample-Based Methods

In this section, we compare optimal objective function value, computational time,
and reliability of the proposed hybrid and full GP CC-OPF approaches with Scenario
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Figure 5-2: Ilustration of the RMSE and CPU time results for the IEEE9 bus system.
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Figure 5-3: Tlustration of the RMSE and CPU time results for the IEEE39 bus system.
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Figure 5-4: Tlustration of the RMSE and CPU time results for the IEEE118 bus
system.

Approximation (SA) CC-OPF [Mezghani et al., 2020]. In all cases, we use the
first-order Taylor approximation (TA1) as a function of linearization. The empirical
constraint violation is computed using 1000 Monte-Carlo samples that follow (Gaussian)
uncertainty distribution.

We compare our approach to two baselines. (A) Deterministic AC-OPF problem
for each uncertainty realization and taking a corresponding quantile in the output
distribution. (B) A deterministic AC-OPF for the mean load and RES, with fixed and
equal participation factor a*. Notice that (A) is unrealistic as it solves AC-OPF after
uncertainty realization (full-resource), while (B) does not optimize the participation
factor a. Thus (A) gives the upper (though unrealistic) bound and (B) gives the lower
bound on the feasible solution value. Numerical evaluation of the bounds, given in
Table 5.2, shows that the hybrid-sparse GP modeling provides a flexible scheme that
can improve computational effort without sacrificing accuracy.

Results in Table 5.2 show that the proposed hybrid GP CC-OPF model outper-
forms sample-based chance constraints reformulation in the context of computational
complexity. In all system cases, the proposed GP method needs an enormously lower
CPU time to find a solution. Moreover, the hybrid approach is faster than GP CC-OPF
based on full AC-PF from Chapter 4.
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System IEEE 9

Parameters Cost [$] Infeas. Prob. |%]| | Time (s)
A (full recourse) 4.056 - 10° | - 0.86

B (base-case) 3.467 - 10° | 9.76 0.86

full GP CC-OPF 4.039 - 10° | 0.44 0.35
hybrid GP CC-OPF | 4.024 - 10° | 0.80 0.12

20 CC-OPF 3.481-10°% | 7.52 4.4

50 CC-OPF 3.836 - 10° | 4.92 12.1

100 CC-OPF 3.985 - 103 | 1.24 22.8
System IEEE 39

Parameters Cost [$] Infeas. Prob. |%] | Time (s)
A (full recourse) 7.869 - 10° | - 0.93

B (base case) 7.533-10° | 35.36 0.93

full GP CC-OPF 7.752-10° | 2.36 19.38
hybrid GP CC-OPF | 7.752 - 10° | 2.48 10.82

50 CC-OPF 7.642 - 10° | 14.20 96.4

100 CC-OPF 7.696 - 10° | 8.24 184.7
200 CC-OPF 7.813-10° | 0.16 505.0
System IEEE 118

Parameters Cost [$] Infeas. Prob. [%] | Time (s)
A (full recourse) 26.91 - 10° | - 1.59

B (base case) 26.39 - 10° | 49.97 1.59

full GP CC-OPF 26.91 - 10° | 2.47 212.1
hybrid GP CC-OPF | 26.91 - 10° | 2.49 162.4
100 CC-OPF 26.52 - 10° | 28.12 683.3
200 CC-OPF 26.71-10° | 19.62 1856.5
500 CC-OPF 26.90 - 10° | 4.78 39537.1

Table 5.2: Cost function values and probability of violation of a constraint at a solution

5.4.4 Interpretation of results

In this section, we will provide a visual interpretation of the results obtained from the
previous section 5.4.3. We will consider all three parameters: cost, security (infeasible
probability), and time, as shown in Table 5.2. These parameters will be graded on a
scale from 0 to 5, where 0 represents the worst case and 5 represents the best.

Fig. 5-5 presents a visual comparison of all approaches in terms of the highlighted
parameters. In each case (IEEE9, IEEE39, and IEEE118), the red horizontal lines
represent the trade-off between security and cost. It is evident that both the hybrid
and full approaches are capable of finding a suitable trade-off between security and
cost. However, the hybrid approach exhibits faster performance.

Furthermore, as the system size increases and the approaches become more scalable,
the time required for both the hybrid and full approaches also increases compared to
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Figure 5-5: Illustration of cost, security, and time comparison approaches for solving
stochastic AC-OPF.

approaches A (full-resources) and B (base-case). Despite this increase in time, the
trade-off between security and cost is maintained.
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5.4.5 Comparison of Uncertainty Margins

Fig. 5-6 compares the uncertainty margins [Schmidli et al., 2016] calculated with the
hybrid and full GP CC-OPF (red and blue), the Monte Carlo simulation of AC-OPF
for base-case (B) (yellow and green) and the Monte Carlo simulation for CC-OPF
solution (brown and dark salmon) with 100 (IEEE9), 200 (IEEE39) and 500 (IEEE118)
scenarios. The bar plots represent an example of voltage, reactive power and apparent
power flow uncertainty margins for each system.

The three standard deviations (3 std) intervals for uncertainty margins are analyt-
ically derived using the estimated GP-variance (5.4e) around the estimated GP-mean
(5.4d). The uncertainty margins from Monte Carlo are asymmetrical due to MC-based
distributions owing to non-linear AC-PF. Thus, Monte Carlo uncertainty margins
determine upper (1 —€) = 99.73% and lower (¢) = 0.27% quantiles (equal to 3 std) of

the output distribution around the AC-PF solution y(z), denoted by y¢“% and y°“*.
Thus, the constraint tightenings are calculated by:
/\upper — yirite . yout (x'm) (56&)
/\lower — yout(xin) o ygut (56b)

Compared to the voltage margins, the power margins are much larger in absolute
terms. The GP CC-OPF margins of both approaches are symmetric, leading to larger
or smaller margins compared with the upper and lower empirical quantiles obtained
from the Monte Carlo AC-OPF and CC-OPF simulations in (5.6). This indicates that

the GP uncertainty margins are well approximated.

5.4.6 Analysis in the Case of Distribution Gaps

In this section, we analyze the presence of gaps in distributions in the IEEE9 case.
The purpose of the experiment is to test the robustness of the ML algorithm in case
of corrupted data. The gaps in distributions may appear in case of an information
attack, or poor data collection. A simple example of that was presented in Fig. 5-1 —
the interval from, approximately, 7.5 to 17 has a lack of input data coverage which
leads to poor performance of full GP. However, the hybrid GP, presented in this thesis
handles such intervals better. We expect to observe a similar result in the case of
power grids as well.

First, let us specify the experiment setup. The experiment consists of three major
steps: corrupting the data, training on the corrupted data and testing the predictions
of models. We compare two models: full GP from Chapter 4 and the proposed
hybrid GR model. The corruption step is conducted as follows: after generating the
training dataset, we throw out a part of data, i.e., samples of pairs (2!, y?“*), such
that it would result in crossing out an interval of some buses’ input data. Examples of
such corruption are provided in Fig. 5-7. Next, both full and hybrid GP are trained on
the corrupted dataset. Finally, the RMSE metric is being evaluated on both regression
models on the crossed-out regions.

We conduct the outlined experiment on case IEEE9, with the dataset generated
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Figure 5-6: Output uncertainty margins A, for example, voltage, reactive and apparent
power constraints. (LM - lower margin 0.27% interval; UM - upper margin 99.73%
interval; B - deterministic AC-OPF for the mean load and RES, with fixed and equal
participation factor a*).

as in Section 2.4. The corruption of data is conducted on three buses separately, i.e.,
in each of the three experiments only one bus is a target for corruption. The load
fluctuation data is crossed out at buses 4, 6 and 8. In each case, 15 MW interval has
been thrown out. The histograms of load data are presented in Figure 5-7. The others’
distributions have not experienced any significant change. Next, we trained ordinary

94



and hybrid GPR on these data. The evaluated RMSE metrics are presented in Table
5.3.

Frequency
Frequency

0
0 70 80 90 100 110 120 130 140 100 120 140 160
Load in bus 6 [MW] Load in bus 8 [MW]

? adinbusaiuw)
Figure 5-7: An example of misspecified input, where a 15 MW interval around the
mean bus load value is inaccessible. The latter may happen as a result of cyberattacks
or meter failures. The proposed algorithm demonstrates stability over significant
adversarial changes in input data.

In each case, the hybrid GP approach shows from one to two orders of magnitude
lower RMSE than the full GP approach. On a closer look, one can observe that the
difference in RMSE magnitude is larger when the number of thrown-out samples is
larger, in other words, the larger probability mass is being crossed out. Specifically,
the vicinity of expectation, the interval with the highest density (55%), has been
excluded in the experiment with bus 4. This led to the difference of 2 magnitude order
in RMSE of ordinary and hybrid GPR. Conversely, for experiments with loads 6 and
8, the difference in magnitude order is 1, since the distribution mass is lower — 38 %
and 33.5 %, respectively. The results are summarized in Table 5.3.

Experiment | RMSE GPR | RMSE Hybrid GPR | % dropped
Load 4 3.65-107! 9.11-1073 55.0%
Load 6 3.89-107! 1.16 - 1072 38.0%
Load 8 9.25-1072 8.34-103 33.5%

Table 5.3: Summary of RMSE comparison in the case of missing data. The last
column specifies the portion of data distribution of the corresponding load that has
been dropped.

In summary, we studied the robustness of the proposed novel hybrid GPR method
for CC AC-OPF against previously proposed full GPR for CC AC-OPF on an example
of a missing part of the data domain. One can conclude that the proposed hybrid is
more robust since it provides smaller RMSE even in the regions of the domain that
have not been covered in the training data.

Another approach that may improve the results stands for introducing ranking
regularization when learning the Gaussian processes [Sidana et al., 2017, Sidana et al.,
2021|. The latter allows to prioritize the error minimization across certain most critical
lines and/or most uncertain outputs.
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5.5 Discussion

To evaluate the optimization performance and uncertainty margins of the proposed
hybrid approach, different stochastic approaches are considered. These approaches
include the well-known sample-based approaches and the analytical state-of-the-art
GP-based approach proposed in Chapter 4. This Chapter represents an improvement
of the full GP approach that is faster and more robust.

The advantage of the GP approach is that it is based on Gaussian processes and
thus enables to avoid of local sub-minima during optimization and realization of
chance constraints in an easy and cheap way. The hybrid approach is faster since
initial optimizing points are better defined with the help of a nominal linear model.
Robustness is reflected in the fact that in the case where the historical data is poorly
distributed in the space due to the system’s technical nature, the proposed model will
be equal to the linearly approximated DC model. Thus, the possible prediction error
will be significantly reduced.

Although the proposed approach reduces the computational time, still it will be
increased with system scale. This problem can be easily overcome by applying sparse
GPR and dimensionality reduction techniques while maintaining a similar solution.
Also, this framework can be easily extended to multi-period extensions of CC-OPF,
where forecasts and errors may be correlated.

5.6 Conclusion

This Chapter discusses the use of Gaussian process regression (GPR) to learn non-
linearities in stochastic OPF for improved performance. By combining the additive
GPR with a linear power system model, we can improve solution accuracy and reduce
computational complexity. This approach also helps to avoid spurious local minimums,
making the AC-OPF problem more tractable. However, since GPR is not very scalable,
a sparsity trick is employed to significantly reduce complexity. Accordingly, we propose
a hybrid GPR approach that shows higher robustness to missing and corrupted data
than the classical full GPR. Through simulation examples, we demonstrate how the
proposed formulations provide secure control with improved performance for numerous
IEEE test cases, with low optimization time. In particular, our approach provides a
trade-off between the system’s security, optimal cost, and time complexity.
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Chapter 6
GP CC-OPF Software

6.1 Introduction

In this chapter, a brief overview is presented on the software that has been created
from scratch to facilitate the realization of the contributions made in this thesis. The
code for this software is accessible through GitHub https://github.com/mile888/full,
https://github.com/mile888 /hybrid and Codeocean platforms https://codeocean.com/ .
In addition to this, a paper has been published that describes this code in Software
Impact journal [3].

6.2 User guide

The software implements the GP CC-OPF approach, which is depicted in Fig. 6-1.
This approach has been developed within a Python environment and relies on various
libraries such as NumPy, SciPy, Pandas, and CasADi. NumPy is utilized for efficient
matrix and vector operations, which are used for constructing the proposed algorithm.
SciPy is employed for optimizing the GP model, while Pandas played a crucial role in
generating and preparing synthetic datasets. CasADi, on the other hand, serves as
a solver for non-linear optimization problems and is used in our case to model and
realize the CC-OPF approach. Code details are presented below.

6.2.1 Data preparation

We investigate two software approaches: the full GP CC-OPF and the hybrid GP CC-
OPF. The key distinction between these approaches lies in their training methodologies.

The full approach is trained on the complete AC-PF balance equations, while the
hybrid approach consists of a linear DC part and a residual part. The linear part can
be implemented in two ways: using physical linear DC-PF equations or adopting a
data-driven way. In this study, we employ the data-driven way, where data from the
DC-PF model is generated to learn the linear function. The linear model, illustrated
in the Fig. 6-1, utilizes ordinary least squares Linear Regression provided by the
scikit-learn library [Pedregosa et al., 2011]. Additionally, the data for the residual
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Figure 6-1: General scheme of GP CC-OPF approach realized in the software.

part is generated by calculating the residuals between the AC-PF and DC-PF sample
results on which the GP is trained.

Since all simulations are performed on synthetic datasets, we have developed a
program for generating these datasets. We utilize the pandapower framework |Thurner
et al., 2018] to simulate power systems and generate the corresponding synthetic
datasets. While the ultimate goal is for this software to be applicable to real-world
data, we currently evaluate its performance using synthetic data. In both cases and
approaches, the GP model is trained on standardized data.

The folder named <IEEE{z} - pandapower> for full and <IEEE{z} hybrid -
pandapower> for hybrid approach provide the implementation details on how to simu-
late static power system flows and generate synthetic datasets using the pandapower
framework.

6.2.2 GP CC-OPF setup

The GP CC-OPF approach combines conventional chance-constrained optimization
with an integrated data-driven machine learning model, as illustrated in Fig. 6-1. The
software implementation comprises several Python modules that interact with each
other:

e gp_functions.py: This module creates the machine learning model using the
SEard (Squared Exponential with Automatic Relevance Determination) kernel
and various approximations such as TA1, TA2, and EM.

e gp optimization.py: The gp_optimization.py module defines the optimiza-
tion structure for the GP model.
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e gp regression.py: This module integrates both gp_functions.py and
gp__optimization.py to train the GP model.

e gp ccopf.py (for the full approach): The gp_ ccopf.py module incorporates
the trained GP model for the full GP CC-OPF approach.

e gp_ccopf hybrid.py (for the full approach): The gp_ ccopf_hybrid.py mod-
ule incorporates the trained GP model for the hybrid GP CC-OPF approach.

e linear model.py (for the hybrid approach): In this module, a Linear Re-
gression model is created to generate the linear DC part within the hybrid
approach.

These modules work together to implement the full GP CC-OPF approach and
its hybrid variant. These modules work together to implement the full GP CC-OPF
approach and its hybrid variant. A schematic representation of the module interaction
is shown in Fig. 6-2.

gp_ccopf.py

full GP CC-OPF

- gp_regression.py

Y

gp_regression.py
gp_functions.py

.—l—) - gp_functions.py
o > . gp_optimization.py ap_ccopf_hybrid.py

gp_optimization.py

»| - 9gp_regression.py hybrid GP CC-OPF

.—|_> - linear_model.py

linear_model.py

Figure 6-2: General scheme of GP CC-OPF approach realized in the software.

The gp_functions.py module creates the GP machine learning model while
gp_optimization.py provides the optimization structure of the GP model. In both
approaches gp regression.py combines them for training the GP model. The re-
sulting model is then integrated into gp ccopf.py for the full approach as well as
gp_ccopf hybrid.py for the hybrid approach. Additionally, the linear model.py
module is included in gp ccopf hybrid.py module and handles the creation of the
Linear Regression model for the linear DC part.

6.2.3 Outputs of the tool

The GP CC-OPF approach, implemented in the developed tool, enables users to obtain
optimal solutions for controllable generators while minimizing the cost. Additionally,
the tool provides valuable information such as output variables and their associated
propagated standard deviations. These variables include voltage magnitudes at non-
controllable buses, reactive power at controllable buses, and apparent power flow
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in the grid lines. By examining these outputs, users can assess the feasibility and
accuracy of the obtained solution.

In summary, the developed tool utilizing the GP CC-OPF approach not only deliv-
ers optimal solutions for controllable generators but also provides crucial information
regarding the system’s variables and their propagated standard deviations. This allows
users to monitor the feasibility and accuracy of the obtained solution effectively.

6.3 Conclusion

Currently, the industry lacks developed software that effectively solves stochastic OPF
problems. System operators predominantly rely on deterministic OPF solutions that
do not account for generation uncertainties. In the scientific community, although
considerable progress has been made in stochastic OPF, the algorithms proposed
in the literature are often inaccessible to the public. This presents challenges for
researchers in terms of comparing their methods with existing work and necessitates
significant effort to re-implement existing algorithms. Consequently, the availability
of open-source code can significantly impact both industry and academia.

In future versions, our plan is to enhance the tool by introducing a user-friendly
interface that is intuitive to use. We firmly believe that the proposed data-driven
approach, presented in the form of public code, will have a positive impact on future
research in stochastic OPF. Furthermore, we anticipate that it will serve as a stimulus
for engineers to adopt these methods in the industry.
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Chapter 7

Conclusion and Future Perspectives

7.1 Concluding remarks

This thesis addresses the challenge of solving stochastic OPF using a data-driven
chance-constrained approach. To achieve this, we use a Gaussian process regression
(GPR) model that enables us to propagate uncertainties and satisfy the analytical
reformulation of CC-OPF. The first significant contribution of the thesis is to replace
the full AC-PF balance equations with GPR and incorporate them into the CC-OPF
problem. This approach leads to significant improvements in both computational
complexity and the accuracy of the solution. Furthermore, this approach facilitates
the calculation of uncertainty margins in stochastic AC-OPF, achieving less than a
2.5% deviation in chance constraint optimization. A key advantage of this approach is
the use of the Squared Exponential covariance function within the Gaussian Process
model. This allows us to approximate smoother functions, consequently avoiding local
and sub-local minima, leading to faster and more robust solutions.

However, this approach can be affected by the quality of the dataset, which can
impact the solution’s robustness. To address this issue, we propose a more robust
solution that is at worst-case equal to the linearly approximated DC model. We
achieve this by proposing a hybrid approach that combines a linear DC model with a
GP-based model learned on the residuals between AC-PF and DC-PF. This approach
overcomes the drawbacks of the full GP approach and provides a more robust and
efficient solution. To further improve the computational complexity and find a trade-off
between complexity and accuracy, we use a sparse GP technique. This technique
enables us to significantly reduce computational complexity while maintaining a high
level of accuracy. Through the implementation of this hybrid and sparse approach, we
can enhance efficiency, achieving a minimum 2x speedup and up to 6x more accurate
solutions when compared to state-of-the-art approaches.

Overall, our approach offers a promising solution for addressing stochastic OPF
problems by combining data-driven strategies with chance-constrained methodologies
and leveraging machine learning techniques. Additionally, it is worth noting that
neither of the proposed GP approaches necessitates system parameters or topology
information. Consequently, the implementation of these methods can be seamlessly
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executed in real-time, with the overall efficiency contingent upon the quality of the
dataset.
In summary, this thesis has yielded significant research outcomes such as:

1. developed a data-driven approach that analytically calculates uncertainty mar-
gins in stochastic AC-OPF with less than 2.5% deviation in chance constraints
optimization;

2. local and sub-local minima could be avoided by using the Squared Exponential
covariance function of the Gaussian Process model;

3. implementing a hybrid and sparse approach can improve efficiency with a
minimum speedup of 2 times and up to 6 times more accurate solutions compared
to state-of-the-art approaches;

4. information about system parameters and topologies is not required.

It is worth noting that the first contribution to this dissertation, assuming a full
GP CC-OF approach, is published in the International Journal of Electrical Power €
Energy Systems (IJEPES) [2]|. The proposed hybrid GP CC-OF approach is presented
and published at the IEEE Belgrade PowerTech 2023 conference [1]. The software
developed to implement the approaches presented in this thesis is explained and
published in the Software Impact journal [3].

7.2 Future perspectives

The current work is based on synthetic data. Although many ML solutions and
applications have been proposed, they have not yet been widely implemented in
real-world settings and are often only tested on open-source data. To evaluate the
effectiveness of proposed software solutions, it would be valuable to test them on real
power system data generated by Transmission System Operators (TSOs).

If the proposed software solution works well on real-world data, it has a high
probability of becoming a primary data-driven solution for solving stochastic Optimal
Power Flow (OPF) problems globally.
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