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Abstract

In this thesis, we explore the various ways in which differential equations and
reduced-order modeling can be applied in the context of deep learning. The
work is divided into two main parts.

The first part is about neural ordinary differential equations, a type of neu-
ral network architecture that uses systems of ordinary differential equations
as a fundamental building block. We propose a new interpolation-based algo-
rithm for efficient and memory-effective training of these networks, examine
the influence of different normalization layers on the performance of neural
ODEs, and demonstrate how the parametrization of the training solver can
affect the robustness of these networks.

The final two chapters investigate the application of classic techniques
from differential equations to standard neural network architectures. Specifi-
cally, we explore the use of reduced-order modeling techniques to accelerate
artificial neural networks, and the application of the active subspace method
for compression of these networks and the creation of universal adversarial
attack vectors.
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Introduction

Motivation

The study of machine learning and its connections to various areas of mathe-
matics and physics has led to a number of significant findings, particularly
in the realm of differential equations. These equations, which can be ordi-
nary, partial, or stochastic in nature, play a critical role in machine learning
tasks. For example, gradient descent algorithms can be viewed as numerical
methods for solving differential equations [4, 115].

differential equations. These connections can be found in both classic and
more recent studies of the field. For instance, residual networks [74] have
incorporated elements of differential equations in their design, such as the
use of Euler’s method to solve special ordinary differential equations and the
incorporation of the Runge-Kutta method. Additionally, the hierarchical
structure of feature maps in residual networks has been inspired by the
multigrid method for solving partial differential equations [43, 168].

However, the influence of differential equations on deep learning goes
beyond simple analogies and discretizations. One example of this is the
class of neural networks known as neural ordinary differential equations
(ODEs)[22]. These networks consist of ODE blocks that output solutions
to differential equations at given times, with the parameters of the ODE
blocks being encapsulated in their right-hand sides. Neural ODEs have been
applied to a variety of problems, including classification[22], time series
prediction [95], video generation [130], and generative modeling [61].

Another promising application of differential equations in deep learning
is the use of diffusion models [163, 94]. These models are a type of ordinary
and stochastic differential equation. Model reduction techniques, which are
often used to reduce the computational cost and memory requirements of
large systems of ODEs, are also closely related to differential equations.

In this thesis, we continue to explore the ways in which differential equa-
tions can be applied to deep learning. The work is divided into two parts. The
tirst part focuses on various aspects of neural ODEs, while the second part
investigates the adoption of model reduction algorithms for use in standard
artificial neural networks.

The second part is devoted to application of model order reduction to
standard artificial neural networks (Chapters 5 and 6).



Introduction 2

Contributions, Novelty, Impact

In Chapter 2, we present a novel interpolation-based method for approx-
imating gradients in neural ODE models, which allows for more efficient
training than the traditional reverse dynamic method (also known as the
"adjoint method"). We demonstrate the effectiveness of our approach through
a series of experiments involving classification, density estimation, and ap-
proximation tasks and provide a theoretical justification of our method using
logarithmic norm formalism. This work was presented at the Neural Informa-
tion Processing Systems (NeurIPS) conference in 2020 [36].

In Chapter 3, we examine the impact of various normalization techniques
on the performance of neural ODEs. Through our analysis, we are able to
achieve an accuracy of 93% in the CIFAR-10 classification task, which to
the best of our knowledge, is the highest reported accuracy among neural
ODEs that were tested for this problem. This work was presented at the
ICLR 2020 Workshop on Integration of Deep Neural Models and Differential
Equations [66].

Chapter 4 investigates how the parametrization of a training ODE solver
impacts the adversarial robustness of neural ODEs. We propose simple meth-
ods for improving the robustness of neural ODEs without incurring additional
computational costs. This work has not yet been published but is available on
arXiv [66].

In Chapter 5, we introduce a method for speeding up the inference process
in deep neural networks through the use of reduced-order modeling tech-
niques inspired by the analysis of dynamical systems. Our method, which is
based on the maximum volume algorithm [116], demonstrates efficiency on
pre-trained neural networks across a variety of datasets. We also show that
it is possible to replace convolutional layers with fully-connected layers in a
reduced dimention with minimal loss in accuracy. This work was published
in the Computational Mathematics and Mathematical Physics Journal [65].

In Chapter 6, we explore the application of the active subspace method to
deep learning. The active subspace method is a model reduction technique
commonly used for differential equations, and we propose using it to analyze
the internal structure and vulnerability of deep neural networks. Specifically,
we use the active subspace method to measure the number of "active neu-
rons" at each intermediate layer, which allows us to develop a more compact
network (referred to as ASNet) with significantly fewer model parameters.
We also propose using the active subspace method to analyze the vulnera-
bility of neural networks by identifying universal adversarial attack vectors
that can misclassify a dataset with high probability. Our experiments on the
CIFAR-10 dataset show that ASNet can achieve 23.98x parameter reduction
and 7.30x flops reduction, and the universal active subspace attack vector can
achieve around 20% higher attack ratio compared to existing approaches in
our numerical experiments. This work was published in the SIAM Journal of
Mathematics for Data Science [35].



Chapter 1

Preliminaries

In this chapter, we provide an overview of the problems considered in this
work, as well as an intuition of the standard algorithms and models that will
be used in the following chapters.

In Section 1.1, we briefly formulate the considered machine learning prob-
lems and describe the loss functions.

In Section 1.2, we give all the required information about the neural ordi-
nary differential equations (Neural ODEs) model. Neural ODEs models are
the object of research in the first part of this work.

In Section 1.3, we describe the Discrete Empirical Interpolation Method
for ODEs and show the connection to the Maximum Volume algorithm.

In Section 1.4, we overview the Active Subspaces method and show its
applications to systems of ODEs.

1.1 Considered Machine Learning Problems

Classification

In multiclass classification, we are given a set of possible data points or
samples X C R and a finite set of classes J = {cy, ..., cx}. Each data point
x € X corresponds to a single class y € ), meaning that there exists an
unknown function f : X — ).

The set X can be infinite, and typically we can not observe all its elements.
Instead, we are given training samples and their corresponding classes as
finite subsets X £ {x1,...,x,}and Y = {y1,...,y,}. Our task is to obtain (or
train) a function a : X — ) that can predict the unknown mapping f even
for x ¢ X. This function is called a classifier. Typically, we select a family
of functions that are defined up to a set of parameters 6, and the problem
of training a classifier is usually reduced to selecting a proper value of 8 by
minimizing a so-called loss function with respect to 0.

There are many ways to measure the quality of the obtained function a.
The simplest one is accuracy which is the average number of matches with
the correct class for a special validation set that is not used during the training.
Usually, the classifier outputs not a single class but an ordering with respect
to its internal estimation of probability. In this case, we can define the top-m
accuracy as the average number of matches with the correct class in the top-m
predicted classes.
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A common loss function for multiclass classification problem is the cross-
entropy loss (also known as the negative log-likelihood loss) that for a single
object (x,y) is defined as follows

L(6,x,y) = — ) _[c=yllogpc(x), (1.1)
ce)y

where squared brackets are the indicator function and p.(x) is the estimated
probability that x belongs to the class c.

Density Estimation

In density estimation, we are given a set of samples x3, ..., x, drawn from an
unknown probability density function p. The goal is to create a model that
can approximate the density function p(x) for any unknown sample.

One common approach to training a parametric model for density estima-
tion is to maximize the log-likelihood of the model with respect to the model
parameters. The log-likelihood can also be used as a measure of the quality of
the model.

For image datasets, a commonly used metric is bits per pixel (also known as
bits/dim). This metric is calculated by computing the negative log-likelihood
of the model using the binary logarithm, and then dividing it by the number
of pixels in the image. For example, if the images in the dataset are tensors of
shape 3 x 32 x 32, the denominator for this metric would be 3072.

Universal Adversarial Attacks

Universal adversarial attacks refer to a type of adversarial attack on neural
networks where a single adversarial perturbation can be applied to multiple
input samples to cause the neural network to misclassify them. These attacks
are called “universal” because they can be applied to a wide range of input
samples rather than being specific to a single sample.

To understand the problem of universal adversarial attacks construction,
it is first important to understand the concept of adversarial attacks in general.
Adversarial attacks are a type of attack on machine learning models, including
neural networks, where an attacker tries to cause the model to make incorrect
predictions by making small, imperceptible changes to the input data. These
changes are designed to be difficult for a human to detect but are still able to
fool the model into making an incorrect prediction.

The problem with universal adversarial attacks is that they can be difficult
to defend against since they can be applied to a wide range of input samples
and do not require the attacker to carefully craft the perturbation for each
individual sample. This makes it difficult for a model to be robust against these
attacks since it is not possible to anticipate and defend against all possible
perturbations. As a result, universal adversarial attacks can be a serious
problem for neural networks, as they can cause the model to make incorrect
predictions and potentially compromise the integrity of the system.
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One of the applications of universal adversarial attacks is generating im-
ages for CAPTCHA (Completely Automated Public Turing test to tell Com-
puters and Humans Apart) to prevent artificial classifiers from recognizing
the right answers.

1.2 Neural Ordinary Differential Equations

Neural ordinary differential equations (Neural ODEs) is a family of neural net-
work architectures that contain the following system of ordinary differential
equations as a building block

{% = f(z(t),t,0), t€ [ty t] (1.2)

Z(to) = 2.

We will call this block an ODE block. The right-hand side f is typically
parametrized by a neural network, and parameters 0 are the weights of this
neural network. The input to an ODE block is treated as the initial conditions
of an ODE, and the output is usually the solution of this system of ODEs at
the final time 4.

Neural ODEs s

Runge-Kutta Methods and Adaptive Solvers

The forward pass through the ODE block is performed using numerical inte-
grators of a system of ODEs. Here we give a brief overview of the numerical
ODE integrators following the book by Hairer and Wanner [67].

Almost all numerical methods for solving ODEs can be viewed as a special
case of the Runge-Kutta methods. Every Runge-Kutta method is defined
by the number of stages s and parameters a1, a31, 432, ..., 451, 452, - . ., A 5—1,
bi,...,bs, ca,...,cs. One step of the s-stage Runge—Kutta method for solving
problem (1.2) is defined as

k1 = f(zo,to,0)
ko = f(zo + hay ky, to + c2h, 0)
ks = f(zo+ h(asi ki + asxky), to + c3h, 0)

ks = f(Zo + h(ﬁlslkl 4+ ...+ asls_lks_l), to + Csh, 9)
Zty+h = 20 + h(b1k1 +...+ bsks),

where / is the step size.
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A convenient way to visualize the coefficients of the Runge-Kutta method
is a so-called Butcher tableau

0
C2 | ad21
C3 | a31 432
. (1.3)
Cs | 051 G52 .- fAgs-1
bl bz PR bS—l bs.

Thus, there is a one-by-one correspondence between the Runge-Kutta method
and its Butcher tableau.

An important characteristic of a Runge-Kutta method is its order. A Runge—
Kutta method is said to have the order p if for sufficiently smooth initial value
problems problems (1.2) holds

I2(to +h) — 24yl < KRPFL.

Methods are usually selected to have a high order p.

1.2.1 Adaptive Runge-Kutta Solvers

Each step of the Runge-Kutta method requires the selection of the step size h.
It can be defined as a constant number, but two undesired situations are possi-
ble: lack of convergence due to the huge value of step and slow convergence
due to an unreasonably small value of step. In order to manage these issues,
automatic step selection procedures were developed.

The intuition behind the most popular adaptive Runge-Kutta methods is
rather simple. Let us take two methods of different orders, say, p = 5and p =
4. To avoid extra right-hand side function computations, two methods with
common 4; ; and ¢; coefficients and different b; coefficients are usually selected.
We pick an initial step size h and want outputs z; and zj, of different solvers
for the initial-value problem 1.2 to be approximately the same. The desired
similarity of two outputs is controlled by two hyperparameters: absolute
tolerance (atol) and relative tolerance (rtol). Formally, we want ||z, — ;|| to
be less than sc £ atol + max{||z;|, ||Z;||} - rtol for a given norm. In the case
of />-norm, we can define the error term as

n

A |1 Zhi— 2\
= | — — | . 1.4
err - Y (1.4)

i—1 SCi

Then, the step is accepted if err < 1. It can be shown [67] that err ~ Chatl,
where ¢ = min(p, p). Since we want the error term to be equal to 1, the
optimal step can be computed as

hopt = h - (1/err)/ @ +D), (1.5)
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In practical implementations of adaptive solvers, additional simple heuristics
are introduced to keep the step from shrinking too much or increasing too
much.

One of the most common solvers for Neural ODEs is DOPRI5 which
consists of two embedded Runge-Kutta methods of orders 5 and 4.

An important part of the Runge—Kutta methods is a so-called dense out-
put [83, 156, 157], i.e., an ability to interpolate the solution at any point T
without a lot of additional computations as

*

Z(T) =zo+h SZ: bi(T)ki, (1.6)
i=1

where k; are computed as in the Runge-Kutta formulas and s* is a number of
stages.

Backward pass through ODE blocks

Neural ODEgs, like classical artificial neural networks, are trained via gradient
methods. Thus, an important question is how to compute gradients of the
loss function with respect to the parameters of Neural ODEs. In Chapter 2, we
propose a stable algorithm for the computation of the gradients. However, in
this subsection, we briefly describe classical approaches to this problem and
derive formulas for the so-called adjoint method.

Obviously, a standard backpropagation can be applied to a numerical ODE
solver. However, we can run out of memory since there is a need to store all
intermediate values.

In order to differentiate ODEs using a limited amount of memory, there
exists the so-called adjoint method. To derive formulas of this method, we
will use the calculus of variations and Lagrange multipliers. Nevertheless,
Chen et al. [22] derived formulas for this method in a slightly different way.

We have to minimize L(z(t1),0) with respect to 8 with constraints

5 = (=(1).8), z(t) = =z. (1.7)

This problem can be viewed as a constrained optimization problem with an
infinite number of equality constraints. In this case, we introduce Lagrange
a(t) and b [5, 13] and write the Lagrange function

L(z(t),8,a(t)) = L(z(t),0) + :a(t)T (% - (z(t),e)) dt+b- (z(to) — zo0).

(1.8)

s in discrete cases imply that all derivatives of the Lagrange function
should be equal to zero. In the case of functions, we have to consider vari-
ational derivatives. Recall that the variational derivative of a function J(y)

1S

e—0 &

J
= = Jly +eh]l (1.9)



Chapter 1. Preliminaries 8

where h is a feasible variation.
Let us take the derivative of the Lagrange function with respect to 8. We
can consider a standard derivative since 0 is not a function.

aﬁ(z(tz)fgﬂfa(t)) _ g_z(z(tl),g) _/t: a(t)T%(z(t),t,(-)) dt=0. (1.10)

Condition (1.10) can be rewritten as

g—g(z(h),f)) :o+/tf° (—a(t)T%(z(t),t,9)> dt. (1.11)

This is the integral form of the solution of the following system of ODEs
that are solved backward-in-time from t; to t;

oL
90

(1.12)
= 0.
t=t

This system should be solved in order to compute the gradient of L with
respect to 6, but it depends on a(t) and z(t).

To obtain the system for a(t), we take the functional derivative of the
Lagrange function (1.8) with respect to z(t):

L0z, H) = 5= (2(11),0) - (t)+
+1§%% :a(t)T G%(:) _ %(z(t),@) eh(t) + o(s)> dt (1.13)

Here h(tg) = 0, since z(to) + €h(tp) should satisfy the initial conditions.
We apply integration by parts

[ 0 v [
——at)Thie) — [ Wy ar 119

to dt
and get
5.0z, = (5o (a(00)) — a(rn) ) -hon) -
_ /t: {dsz) + u(t)Tg—]zc(z(t), 9)} h(t)dt = 0. (1.15)
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Due to the main lemma of variational calculus,

da(t) — 4 Tof .
i = el 5L 00 o

a(t) = 9 (= (1))

Finally, we can take the functional derivative with respect to a(t) and
obviously get
dz
{E = f(z(t),1,0) (1.17)

where z; is z(#;) saved after the forward pass.
To sum up, in the adjoint method, we have to solve the following system

of ODEs ‘4 /oL J

a (a‘e) = —a(t) 55(=(1),0
& f(z(0),,0)
da(t) _

dt
oL

(1.18)

backward-in-time from t; to tg. The only required value is z;, which is saved
after the forward pass. As a result, we obtain the gradient of the loss function
with respect to parameters, and this value can be used with stochastic gradient
optimization algorithms. In Chapter 2, we describe the disadvantages of this
algorithm and give a receipt on how to mitigate the issues.

Continuous Normalizing Flows for Density Estimation

Discrete normalizing flows [98, 139] are popular generative models. In order
to define discrete normalizing flows, we have to select a family of invertible
functions and a probability distribution (say, standard Gaussian). Then, we
try to generate real data from noise by applying functions from the selected
family. The main workhorse of discrete normalizing flows is the change of
variables theorem: if x = f(z), then

af_l
det o

log p(x) = log p(z) + log . (1.19)

The need to compute the determinant of the inverse transformations is a
serious constraint since, in the general case, it is intractable. That is why, in
discrete normalizing flows, families of functions with tractable Jacobians are
introduced.
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Chen et al. [22] introduced continuous normalizing flows. In continuous
normalizing flows, the data is transformed via the system of ODEs 2.1. It can
be shown that under mild conditions, the transformation of the probability
density function is also guided by the system of ODEs

%ﬁz(t)) S (%) , logp(z(t)) =log psy(z0),  (1.20)

where p,, is a base distribution from which the first sample is drawn. To
reduce the computational time, Grathwohl et al. [61] proposed to use the
Hutchinson estimation [87] of the trace instead of its exact computation.

1.3 Discrete Empirical Interpolation Method

Let us consider a system of ODEs

Su(t) = ay() + Fly(1) (.21

with any initial condition, where A € R"*" is a matrix and F : R" — R" is
an elementwise non-linear function. Such systems typically come from the
discretization of several classes of PDEs. Suppose we want to reduce the com-
putational complexity and the memory footprint but obtain approximately
the same output. It can be done by reducing the system dimensionality.

Model reduction methods usually search for a linear subspace of order
k < n that approximates the original system. The subspace is determined by
a matrix Vi € R"*¥, and the new system looks as follows

%yu) = V| AVgi (1) + V F(Vigi (). (122)

The information about the system is usually stored as a set of snapshots, i.e.,
inputs, intermediate points, and outputs.

The main difference between the different model reduction techniques is
the choice of subspace. In the proper orthogonal decomposition via Galerkin
projection (POD-Galerkin) [142, 100], the subspace is computed via the sin-
gular value decomposition (SVD) of the snapshot matrices. This method is
optimal with respect to the approximation error. However, POD-Galerkin has
a high complexity since the non-linear function F still should be computed
for n-dimensional vectors, although the linear term can be precomputed.

Another popular model reduction method is the Discrete Empirical Inter-
polation Method (DEIM) [21]. The key difference of the DEIM algorithm is
the use of sparse sampling to identify a set of "interpolation points" that are
used to approximate the high-dimensional function. In sparse sampling, a
subset of the data points is selected in a way that captures the key features of
the function while minimizing the number of points needed. This can be done
using various techniques, such as greedy algorithms or random sampling. (In
Chapter 5, we use the maximum volume algorithm for this task [60, 116].)



Chapter 1. Preliminaries 11

DEIM is particularly well-suited for systems with non-linear functions F that
are expensive to compute, as it allows for efficient evaluation of F at the
selected indices.

In summary, both POD-Galerkin and DEIM are methods for construct-
ing reduced-order models of systems of ODEs, but they differ in the way
they determine the subspace that approximates the original system. POD-
Galerkin is optimal with respect to the approximation error, but it has a high
computational complexity, while DEIM is more efficient but may not be as
accurate.

1.4 Active Subspace Method

The active subspace method is a technique used in optimization and sensitivity
analysis to identify the most important directions, or “subspaces,” in the input
space of a function. It can be used to reduce the dimensionality of the input
space, making optimization and sensitivity analysis more efficient.

The active subspace method is based on the idea that, for many functions,
the most important directions in the input space are those that have the
greatest effect on the output of the function. These directions are called
the “active subspaces,” and they can be identified using the gradient of the
function with respect to the inputs.

The first paper describing the active subspace method Constantine, Dow,
and Wang [27] showed simulations for elliptic partial differential equations.
Later on, this method was widely used to analyze systems governed by
differential equations.

For example, in fluid dynamics, the Navier-Stokes equations are a set of
differential equations that describe the motion of a fluid. These equations
can be very complex, especially in three-dimensional space, but the active
subspaces method can be used to identify the most important directions in
the space of solutions, which can help us understand the behavior of the fluid
flow [37]. The active subspaces were successfully used for applied problems
such as HIV modeling [109], lithium-ion battery modeling [26], and so on.

Overall, the active subspaces method is a powerful tool for analyzing and
interpreting systems governed by differential equations, and it can be used
in many different fields of science and engineering. A detailed and formal
mathematical description of the active subspace method is given in Chapter 6.
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Chapter 2

Acceleration of Gradients
Propagation in Neural ODEs

2.1 Introduction

In this chapter, we propose a novel method to train neural ordinary differen-
tial equations (neural ODEs) [22]. This method performs stable and memory-
efficient backpropagation through the solution of initial value problems (IVP).
We use the term neural ODEs for all neural networks with so-called ODE
blocks. An ODE block is a continuous analog of a residual neural network [73]
that can be considered as Euler discretization of ordinary differential equa-
tions.

As we already mentioned in the previous chapter, ODE block is a neural
network layer that takes the activations zg from the previous layer as input,
solves the initial value problem (IVP) described as

{% = f(z(t),t,0), tE€ [t t1] (2.1)

Z(tO) = 20,

and solved by any ODE solver. Note, the right-hand side in IVP (2.1) depends
on set of parameters 8 which is gradually updated during training. Therefore,
during the backward pass in neural ODEs, the loss function L, which depends
on the solution of the IVP, should be differentiated with respect to parame-
ter 0. A direct application of backpropagation to ODE solvers require a huge
memory, since for every time step T, the output z(7;) must be stored as a part
of the computational graph.

However, the approach based on the adjoint method [132, 114] helps to
propagate gradients through the initial value problem with a relatively small
memory footprint. Originally adjoint method has been actively used in math-
ematical modeling, for example, in seismograph and climate studies [44, 69].
It was used to investigate the sensitivity of the model output with respect
to the input. In the context of training neural ODEs, the adjoint method is
modified to combine it with the standard backpropagation [22]. We refer to
this modified adjoint method as reverse dynamic method (RDM). This method
yields solving the augmented initial value problem backward-in-time. We call
this IVP as the adjoint IVP. One of the components of the adjoint IVP is IVP
that defines z(t),t € [0, 1]. Therefore, the numerical solving of the adjoint IVP
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does not require storing intermediate activations z(7) during the forward
pass. As a result, the memory footprint becomes smaller.

However, Gholami et al. [55] showed that the RDM might lead to catas-
trophic numerical instabilities. We checked this fact by ourselves and got the
same results.

20 21 20

FIGURE 2.1: Example of potential instability of RDM as described
in [55]. We took a single ResNet-block with random weights as a
right-hand side and solved the initial value problem 2.1 with an initial
condition zj (left) and obtained the image z; (middle). After that,
we integrated the same initial value problem backward-in-time and
obtained Zzj (right). Images on the left and on the right should coincide
in order to perform an accurate backward pass, but they obviously do
not.

To address this issue, the authors introduce a method called ANODE. This
method exploits checkpointing idea [154], i.e., propose to store checkpoints
z(T¢) at intermediate selected time points 7, during the forward pass. As
result of this, in the backward pass, ANODE performs additional ODE solver
steps forward-in-time in each interval between sequential checkpoints. The
intermediate activations are stored to compute the target gradient. The main
disadvantage of ANODE is that it requires intermediate activations storage
and needs to perform additional ODE solver steps.

To address the instability of the reverse dynamic method and limitations
of ANODE, we propose interpolated reverse dynamic method (IRDM), which is
described in detail in Section 2.3. This method is based on a smooth function
interpolation technique to approximate z(t) and exclude the IVP that defines
z(t) from the adjoint IVP. Thus, we do not reverse IVP (2.1) and avoid the
instability problem of the reverse dynamic method. Under mild conditions on
the right-hand side f(z(t),t, 0), function z(t) is continuously differentiable
as a solution of IVP, i.e. z(t) € C![ty, t;]. Therefore, it can be approximated
with the barycentric Lagrange interpolation (BLI) [10] on a Chebyshev grid. This
technique is widely used for interpolation problems [10]. To construct such ap-
proximation, one has to store activations z(t) in the point from the Chebyshev
grid during the forward pass. These activations can be computed with DO-
PRI5 adaptive ODE solver without additional right-hand side evaluations [40].
After that, in the backward pass, stored activations are used to approximate
z(t) during the adjoint IVP solving. The main requirement for our method to
work correctly and efficiently is that z(t) can be approximated by BLI with
sufficient accuracy. This can only be verified experimentally. However, the
accuracy of such approximation is inherently related to the smoothness of
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the solution, which is also one of the main motivations behind using neural
ODEs.
Our main contributions are the following.

* We propose the interpolated reverse dynamic method to train neural ODEs.
This method uses approximated activations z(t) in the backward pass
and reduces the dimension of the initial value problem, that is used to
compute the gradient. Thus, the training becomes faster.

* We present the error bound for the gradient norm under small perturba-
tion of the activations z(t) induced by using interpolated values.

* We have evaluated our approach on density estimation, inference ap-
proximation, and classification tasks and showed its effectiveness in
terms of test loss-training time trade-off compared to the reverse dy-
namic method.

2.2 Related Work

Neural ODEs [22] is a model inspired by the connection between neural
networks and dynamical systems [110, 20, 146, 136]. Neural ODEs and its
modifications were used for various different applications [61, 144, 66, 182, 41].
Nguyen et al. [123] emphasized the importance of using adaptive solvers and
introduce a procedure to learn their tolerances. Quaglino et al. [133] proposed
to use of spectral element methods, where the dynamics are expressed as a
truncated series of Legendre polynomials. Similar ways of using interpolation
in the adjoint method are implemented in SUNDIALS [78].

The proposed method relies on the ability of Runge-Kutta (RK) methods
to evaluate the trajectory in intermediate points with Hermite polynomial
interpolation. We use this feature of RK methods to evaluate activations in
the Chebyshev grid points. The works by L. F. Shampine [156, 157] study the
error induced by this approach to evaluate activations in intermediate points.
In addition, the stiffness of ODE is an important concept [161, 169] for stable
and fast training of neural ODEs.

2.3 Interpolated Reverse Dynamic Method

Deep learning problems are usually solved by minimizing a loss function L
with respect to model parameters using gradient-based methods. To compute
the gradient % without saving computational graph from the forward pass,
the adjoint method can be used [58, 131].

Adjoint method. The detailed derivation of the adjoined method is given
in Section 1.2.1. However, we recall the basics of this approach. The main
idea of the adjont method is to derive gradients of the loss function L from
the first-order optimality conditions (FOOC) for a constrained optimization
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problem. In our case, the optimization problem is formulated as the loss
minimization with ODE constraint in the form of (2.1).

To construct the corresponding Lagrangian, the adjoint variable a(t) is
introduced

L(z(1),6,a(t)) = L(z(t)),8) + /t: a(t) (% o e)) dt,

and the FOOC can be written in the following form
oL dz

oL dt = —a(h)LEDLY 23)
oz(t) a(t) — 5557 =0
oL _ oL rh 79f(z(t)t6)

=0 S /to a(t) 2t (2.4)

Hence, the target gradient ‘3—5 can be computed in the following way: ODE (2.2)
gives the activation dynamic z(t), ODE (2.3) gives the adjoint variable a(t)
based on z(t) and finally the target gradient g—s is computed with the integral
in (2.4). The adjoint method assumes that activations z(ty) = zg are known
in the backward pass. Thus, IVP (2.1) is solved forward-in-time, IVP (2.3) is
solved backward-in-time and integral (2.4) is computed based on the derived
a(t) and z(t). The adjoint method requires storing gradients % and % in
intermediate activations z(t),t € [to,t1]. Therefore, to reduce its memory
consumption, the checkpointing idea is used.

Checkpointing in the adjoint method. ANODE method [55] exploits check-
pointing idea to get the target gradient g—é. This method stores some inter-
mediate activations z(t) in the forward pass. These activations are called
checkpoints. In the backward pass, ANODE considers intervals between
sequential checkpoints from the right side to the left side. In every inter-
val, ODE (2.2) with an initial condition equal to the checkpoint on the left is
solved forward-in-time, IVP (2.3) is solved backward-in-time and the integral
is updated. This approach is illustrated in Figure 2.2d. This approach still

requires additional memory to store checkpoints and gradients g—l(;. Also, it
solves ODE (2.2) with multiple initial conditions equal to checkpoints. These
drawbacks are fixed in reverse dynamic method [22].

Reverse dynamic method. This method is used in [22], where the neural
ODE model was proposed, under the name “adjoint method”. The reverse
dynamic method assumes that activations z(#;) = z; are known and do not
store any checkpoints during the backward pass. Therefore, in the backward
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pass, the following IVP is solved backward-in-time and defines activaions:

{% = f(z(t),t,0) (2.5)

z(t1) = z1,

IVP (2.3) is solved backward-in-time and integral (2.4) is computed as the
solution of the following IVP:

af(z(t),t,
{% (35) = —a(n T (2.6)
Lt)=0.

Thus, IVPs (2.3),(2.5) and (2.6) can be composed in the augmented IVP that
is solved backward-in-time. This method is illustrated in Figure 2.2a. The
study [55] demonstrates that this method can be unstable due to the reverse
IVP (2.1). To get the right trade-off between stability and memory consump-
tion, we propose interpolated reverse dynamic method (IRDM).

Interpolated reverse dynamic method. In the proposed interpolated reverse
dynamic method (IRDM), we suggest to eliminate (2.5) from the adjoint IVP.
Instead of using IVP (2.5) to get activations z(t), the IRDM approximates
them through the barycentric Lagrange interpolation (BLI) on a Chebyshev
grid [10]. This method is summarized in Figure 2.2c. We urge readers not to
confuse the Lagrange interpolation, which is mostly of theoretical interest,
with the BLI, that is widely used in practice for polynomial interpolation [77].

Denote by £(t) the interpolated activations with the BLI technique that are
used in the backward pass. As described in [77], £(t) can be computed with
the following equation:

N N
£(t) = (E{)f’;fa / (}g)f’;), (2.7)

where the sequence {7, })_; form the Chebyshev grid, and t) = 10 < 7§ <
... < TN = t1, 2, 2 z(T,) are exact activations computed in the Chebyshev
grid during the forward pass and stored to be used in the backward pass. To
get these activations during the forward pass, we explore features of DOPRI5
adaptive solver [40] to compute activations in given time points (e.g., in
Chebyshev grid) without additional right-hand side evaluations. Thus, we
store z(T,) and solve IVP (2.1) simultaneously. The weights w,, are computed
as follows once for the entire training process

= (s (2D

The computational complexity of computing 2(t), as well as additional
memory usage, is O(N). Since we approximate z(f), only (2.3) and (2.6)
have to be solved backward-in-time during the backward pass. Thus, the
dimension of the backward IVP is reduced by the size of the activations z(t).



Chapter 2. Acceleration of Gradients Propagation in Neural ODEs 17

From the theory of polynomial interpolation, it is known, that if z(t) is
analytic function, then the following bound on the BLI approximation error
holds

max [|£(t) — z(t) o < O(M™Y), (2.8)
tef0,1]
where M > 1 depends on the region where the activation dynamic z(t) is
analytic, more details see in [77, 47, 165]. The solution of IVP (2.1) is analytic
if the right-hand side f(z(t), t, 0) is analytic [45].

24 Upper Bound on the Gradient Error Induced by
Interpolated Activations

The proposed method excludes IVP that defines z(t) from the adjoint IVP
and uses approximation £(¢) given by the barycentric Lagrange interpolation
formula (2.7). Therefore, the dimension of the adjoint IVP is reduced, but the
error in gradient g—g appears since the activations are not exact. In this section,
we present the upper bound on the gradient error norm and the factors that
affect the magnitude of this error. By the gradient error norm, we mean the
norm of the difference between gradients computed with exact activations
z(t) and interpolated ones 2(t).

According to (2.4) we have to estimate the following error norm, where
the 2-norm is used

/ttl |:~(t)'|'af(2(t)/t/9) . a(t)'l'af(z(t)/tle)} dt

00 00 ’ @9)

E-|

where a(t) and Z(t) are adjoint variables and activations obtained with in-
terpolation technique and a(t) and z(t) are exact ones. Now we derive the
upper bound estimate of E and show what factors affect this upper bound.
Introducing perturbations Az(t) and Aa(t) such that a(t) = a(t) + Aa(t) and

Z(t) = z(t) + Az(t) and using the first-order expansion of % at z(t) we can

re-write terms from (2.9) with perturbed adjoint variables and activations as
follows

Z . 2¢(,
ﬁ(i’)—rw - (ﬂ(t)—FAa(t))T(af( (atgftle) + J f(aéta)z/tle)A

z(t)+

n 0<||Az<t>||2>).
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FIGURE 2.2: Comparison of different schemes to make forward
and backward passes through the ODE block. Red circles in-
dicate that the activations are stored at these time points. Red
arrows indicate that during ODE steps, the outputs of the inter-
mediate layer are stored to propagate gradients. Green arrows
correspond to the steps with ODE solvers. Blue arrows corre-
spond to the steps with automatic differentiation through the
stored computational graph. Activations in Chebyshev grid
points (fp, 71, T2 and t; in Figure 2.2¢) are stored in the interpola-
tion approach during the forward pass. Chebyshev grid points
do not necessarily coincide with time steps of ODE solver, but
activations in these points can be recovered from the computed
activations with ODE solver. The stored activations are used
to approximate activations in the backward pass. The dotted
arrows in Figure 2.2c shows that activations in tp, 71, 72 and #;
are used to interpolate activations in the backward pass.
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Substitution the above equality into (2.9) and applying standard inequalities
lead to the following upper bound

PA=(t),4.6) H i+ /t: la(t)] H—af(z(atg' 46) H i+

E< [ laliaz)]]

f 200,
[ nsato s | LS de v s [ lao)l + a1 szl
(2.10)

where M, > 0is a constant hidden in big-O notation. In order to estimate the
error norm, we have to analyze bounds for all terms in (2.10). The norm of
activations perturbation ||Az(t)|| is bounded according to the upper bound

on the interpolation error (2.8). At the same time, the gradient %Q’t’m and

the second partial derivative W are not bounded a priori, so we need
to consider them additionally. The remaining terms are ||a ()| and ||Aa(t)||
and to bound them we need the following Lemma [162].

Lemma 2.4.1 ([162], see Lemma 1)
Let x(t) be a solution of the following non-autonomous linear system

{% = x()TA(t) +b(b), 2.11)
x(to) = xo.

Then ||x(t)|| < ¢(t), where the scalar function ¢ satisfies the IVP

{% = ulA()]E + [|b(D)]], (2.12)
¢(to) = llxoll,

where u[A] £ lim %

is a logarithmic norm of matrix A [160].
h—0+

If the 2-norm is used in definition of the logarithmic norm, then

-
#[A] = Amax <A+2A ) ,

where Amax(A) is the maximum eigenvalue of a matrix A.

In our case, IVP (2.11) is equivalent to IVP (2.3). Therefore, this lemma
helps to estimate ||a(t)||. In particular, ||a(t)|| < ¢(t), where (t) is a solution
of the following IVP:

(2.13)
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of(z(t),t,0
(1) & 2Hgnt)

where J(t . Hence, the upper bound on the adjoint variable norm
is written with the solution of IVP (2.13):

()] < &y exp ( [ wlr(olde) 219

The upper bound for ||Aa(t)|| can be also obtained with Lemma 2.4.1. To
derive this upper bound, we compose an auxiliary IVP that defines a dynamic
of Aa(t). Consider the following IVPs corresponding to exact and perturbed

activations:
du _ a(t)Taf(thz),f,ﬂ) % _
alty) = 52 a(h)
Subtracting one IVP from the other, we get the IVP that defines dynamic of
Aa(t) = a(t) — a(t):

dAa(t) (O (T
{T = Aa(®)TJ(t) + a(t)(J(£) — J (1)) (2.16)
Aa(t;) = 0.

N

TOf(2(1)4,6)
(t) dz (2.15)

Note that IVP (2.16) satisfies assumption in Lemma 2.4.1. Therefore, the
following estimate holds

[Aa(t)]] < ¢(t), (2.17)
where ¢(t) is a solution of the following IVP:

d .
{ © — W2+ a7 - 1)l 218
¢(th) =0.
The solution of IVP (2.18) is given by the following formula
o) [ ¢ llae)(Te) = o) (219)
where ¢(t) = exp < f H dT) is a fundamental solution of IVP (2.19).

Thus, we get the upper bounds for all terms in the inequality (2.10).
Thus, we can list the factors that affect the accuracy of gradient approxi-
mation with interpolated activations. These factors are constants that bound

of (the)’t’e) and &/ %zéat)z’t’e) for t € [ty, f1] (2.10), logarithmic norm u[J(t)] (2.14),
(2.17), (2.19), and smoothness of J(t).

2.5 Numerical Experiments

In this section, firstly, we compare the proposed the IRDM with the RDM on
the density estimation and variational inference tasks (for the RDM baselines,
we use FFJORD [61] implementation). Secondly, we show the benefits of the
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IRDM on the CIFARI10 classification task (RDM implementation is similar
to [22]). We demonstrate that during training, the IRDM requires less compu-
tational time to achieve convergence and a smaller number of evaluations of
the right-hand side function comparing to the baselines. The source code of
the proposed method can be found at GitHub'.

Also, as the number of Chebyshev grid points N is an important hyperpa-
rameter in our method, we study how it affects the gain in considered tasks.
Our method is implemented on top of torchdiffeq” package. The default
ODE solver in our experiments is the DOPRI5. The values of optimized hy-
perparameters are in the supplementary materials. Mostly we follow the
strategies from [61] and [55]. Every separate experiment is conducted on a
single NVIDIA Tesla V100 GPU with 16Gb of memory [178]. We conducted all
experiments with three different fixed random seeds and reported the mean
value. Experiments were tracked using the “Weights & Biases” library [11].

2.5.1 Experimental settings

To integrate ODE blocks in all experiments, we use the DOPRI5 ODE solver.
We report mean test loss values and function evaluations values. These values
are computed based on the ten runs with different fixed random seeds for toy
datasets and three runs for other datasets.

2.5.1.1 Classification

We test considered methods of neural ODE model training in the CIFAR10
classification task. We consider a model with a single ODE block, which
consists of two convolutional layers with 64 input and output channels, ReLU
activations, and weight normalizations. A convolutional layer with three
input channels and 64 output channels, a batch normalization layer, and
ReLU activation precede the ODE block. We use only random crops and
random flips for data augmentation.

The training is performed by SGD with momentum 0.9. The weight decay
is equal to 1e-5; the learning rate is fixed and equal to 5e-3, batch size is 100.
Initial absolute and relative tolerances are set to 1e-5. After the nt"150 epoch,
these tolerances are decreased by 10.

2.5.1.2 Density estimation

For the density estimation problem, we consider miniboone tabular dataset
and four two-dimensional toy datasets. Data and preprocessing procedures
are taken from https://github. com/gpapamak/maf and https://github.com/
rtqichen/ff jord, respectively.

Instead of simple linear layers inside the ODE block, we use a so-called
concatsquash linear layers, which are defined as follows

(WZ +b)oO0 (tc + bz) + tbs, (2.20)

"https://github.com/Daulbaev/IRDM
’https://github.com/rtqichen/torchdiffeq/
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where z are input activations, t stands for the time, W, ¢, by, b, b3 are trainable
parameters, ¢ is a sigmoid activation, and © is an element-wise product.

For the miniboone dataset, we train a model with 10 ODE blocks and
softplus nonlinearity. It is trained by Adam optimizer with a fixed learning
rate equal to 1e-3. The batch size is equal to 10000. Absolute and relative
tolerances are set to 1e-8 and 1e-7, respectively. The training terminates if
test loss does not decrease during 30 sequential epochs.

In experiments with toy datasets, a model with a single ODE block is used.
This ODE block consists of three concatsquash linear layers of size 2 x 64,
64 x 64, and 64 x 2. To train the Neural ODEs model, SGD with momentum
0.9 and fixed learning rate 1e-3 is used. Absolute and relative tolerances are
set to 1e-5. The number of iterations in the training procedure is 10000, and
100 samples compose mini-batch.

2.5.1.3 VAE

For VAE experiments, we choose two datasets: Caltech and Freyfaces. Both
datasets can be found in https://github. com/riannevdberg/sylvester-flows.
All the experimental settings are exactly the same as in the FFJORD paper.
The only difference is that IRDM is used to train models instead of RDM.

Improvement in stability of gradient computations. We perform experi-
ments on the reconstruction trajectory of the dynamical system that collapses
in zero. As a result, we observe that the reverse dynamic method (RDM) and
our method (IRDM) solve this problem with approximately the same accuracy.
However, the RDM requires at least 10 times more right-hand side evaluations
to solve adjoint IVP in every iteration than the IRDM. We use RDM implemen-
tation from the torchdiffeq package. Thus, in such a toy problem the IRDM
and the RDM compute similar gradients, but the IRDM computes them much
faster. To illustrate the stability of the IRDM, we show the plot of test loss vs.
training time in density estimation problem, see Figure 2.4a.

How gradient approximation depends on the tolerance in adaptive solver
and size of the Chebyshev grid. In Section 2.4, we provide theoretical
bounds on the gradient approximation and list the main factors that affect
it. However, tolerance in the adaptive solver and number of nodes in the
Chebyshev grid can also significantly affect the quality of gradient approxi-
mation. To illustrate this influence empirically, we consider the toy dynamical
system in 2D with the right-hand side Ay® and train neural ODE model to
approximate trajectories of this dynamical system. We consider the range of
tolerances in the DOPRI5 adaptive solver and the range of nodes quantities in
the Chebyshev grid. The result of this experiment is presented in Figure 2.3.
This plot shows that the smaller tolerance, the more accurate gradients ap-
proximation for all considered number of nodes in the Chebyshev grid. At the
same time, the larger number of nodes leads to decreasing the approximation
quality.


https://github.com/riannevdberg/sylvester-flows
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FIGURE 2.3: The dependence of the IRDM gradients error in

{1-norm with respect to the number of nodes in the Chebyshev

grid and the tolerance of the DOPRI5 method. The output of the

standard backpropagation performed for the DOPRI5 with 1e-7
tolerance was used as a ground truth.

2.5.2 Density Estimation

The problem of density estimation is to reconstruct the probability density
function using a set of given data points. We compared the proposed IRDM
with the RDM (FFJORD? [61] baseline) that exploits the reverse dynamic
method to density estimation problem. We tested these methods on four
toy datasets (2spirals, pinwheel, moons and circles) and tabular miniboone
dataset [140]. This tabular dataset was used in our experiments since it is
large enough and allows considered methods to converge for a reasonable
time. According to [61] setting, we stopped the training process if, for the
sequential 30 epochs, the test loss does not decrease. Therefore, we excluded
test loss values given by the last 30 epochs from the plots. The model for
miniboone was slightly different from the model from [61]; it includes 10 ODE
blocks instead of 1. We used Adam optimizer [96] in all tests on the density
estimation problem. For toy datasets, we used the following hyperparameters:
learning rate equals 1072, the number of epochs was 10000, the batch size
was 100, absolute and relative tolerances in the DOPRI5 solver were 10> and
1072

Figure 2.4 shows that the test loss decreases more rapidly with our method
than with the RDM. To make figures more clear, we plot convergence only for
one value of N for every dataset. This value of N gives the best result among
the tested values.

The number of nodes in the Chebyshev grid significantly affects the perfor-
mance of the proposed method. If this number is small, then the interpolation
accuracy is not enough, and the training takes a long time. If this number
is large, then the computing of intermediate activations is too costly, and
training is relatively slow. In Figure 2.5, the total number of the right-hand
side f(z(t), t, 0) evaluations per training iteration is shown.

Shttps://github.com/rtqichen/ffjord
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2.5.3 Variational Autoencoder

We also compare the RDM (baselines from FFJORD) and the IRDM on training
of variational autoencoder [97]. We use datasets Caltech and Freyfaces. The
test negative ELBO loss and test bits per dim loss are reported for caltech and
freyfaces datasets, respectively. Figure 2.6 illustrates a minor acceleration
of convergence provided by the IRDM compared to the RDM. However,
the IRDM gives the same final test loss with the same training time as the
RDM. We suppose that the reason for such convergence degradation near the
optimum is the same as for the density estimation models.
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FIGURE 2.6: Comparison of the number of right-hand side eval-
uations for the IRDM and the RDM in training variational au-

toencoder.
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2.5.4 Classification

We test the proposed method on the classification problem with the CIFAR10
dataset. The model with a single convolution, a single ODE block, and a
linear layer is considered. For this model, the IRDM with 16 points in the
Chebyshev grid gives 0.867 test accuracy with the batch size 512 and tolerance
1e-3in the DOPRI5. We compare the IRDM with the RDM in terms of test loss
versus training time. Figure 2.7a demonstrates that the IRDM gives higher
test accuracy and requires less training time.

Another experiment is investigating whether other interpolation tech-
niques can be used in the IRDM. We compare the Barycentric Lagrange In-
terpolation (BLI), which is a default method used in the IRDM, with the
piecewise-linear interpolation. We perform 50 epochs in the MNIST classifica-
tion problem with constant learning rate 1e-1 and without data augmentation.
Figure 2.7b confirms our choice of BLI since already after 40 epochs piecewise-
linear interpolation provides less stable test accuracy behaviour.

2.5.5 Number of Chebyshev Grid Points

In this section, we study how the quality of a model depends on the number
of Chebyshev grid points. To demonstrate this dependence, we perform
experiments with a range of N on toy two-dimensional datasets for the density
estimation problem. Figures 2.8a and 2.8d show that if the number of nodes is
too small, e.g., N = 4, the IRDM converges to the higher test loss. It means
that the interpolation accuracy is not enough, and a larger number of points
in the Chebyshev grid is needed. On the other hand, Figure 2.8 illustrates
that if the number of nodes is too large, e.g., N = 128, the IRDM might be
slower than the RDM. The reason is that a large number of nodes leads to the
costly computations of the interpolated activations, see Equation (7) in the
main text. Since the right-hand side function in the ODE block for toy datasets
is easy to compute, the speedup effect is not much noticeable. However, the
total number of the right-hand side function evaluations performed in IRDM
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is significantly smaller than in RDM, see Figure 2.9. Therefore, the more
computationally expensive the right-hand side function is in the ODE block,

the more significant gain one can get from using IRDM.
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FIGURE 2.8: Comparison of IRDM (our method) and

RDM on density estimation problem for toy datasets

2spirals, pinwheel, moons, and circles in terms of

test loss versus wall-clock training time. Comparison results

for every dataset are presented in the corresponding subplot.

The number of points in Chebyshev grid N used in the IRDM is
given in legend.

Table 2.1 shows the total time to perform 10000 training iterations for
considered toy datasets. It can be seen that the IRDM with N = 16 nodes

always outperforms the RDM.

TABLE 2.1: Time (in seconds) to perform 10000 training itera-
tions for toy datasets.

#nodes/ RDM 4 8 16 32 64 128
dataset

pinwheel 5318 5389 4642 4750 4846 5152 5574
circles 7874 6927 6864 6842 7037 7578 8113
moons 7494 5618 6062 6471 6518 6720 7192
2spirals 9285 8998 9492 8938 8947 9267 9680
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2.6 Conclusion

We have presented the interpolated reverse dynamic method (IRDM) to im-
prove the original reverse dynamic method (RDM) for training neural ODE
models. The main idea of IRMD is to reduce the number of ODEs solved
during the backward pass by using interpolated values z(t) rather than ones
found from equation (2.5). Thus, the total number of right-hand side eval-
uations during training and convergence time decreases compared to the
original reverse dynamic method. We have empirically demonstrated this
behavior on density estimation, variational inference, and classification tasks.
Also, we have derived a theoretical upper bound on the error in computed
gradients induced by the interpolation. The influence of the tolerance in
adaptive ODE solver and the number of nodes in the Chebyshev grid is also
studied numerically.
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Chapter 3

Towards Understanding
Normalization in Neural ODEs

3.1 Introduction

Neural Ordinary Differential equations (neural ODEs) are proposed in [22]
and model the evolution of hidden representation with ordinary differential
equation 2.1. The right-hand side of this ODE is represented with some
neural network. If one considers classical Euler scheme to integrate this ODE,
then ResNet-like architecture [73] will be obtained. Thus, Neural ODEs are
continuous analogue of ResNets. One of the motivation to introduce such
models was assumption on smooth evolution of the hidden representation
that can be violated with ResNet architecture. Also, in contrast to ResNet
models, Neural ODEs share parameters of the ODE right-hand side between
steps to integrate this ODE. Thus, Neural ODEs are more memory efficient.

Different normalization techniques were proposed to improve the quality
of deep neural networks. Batch normalization [88] is a useful technique when
training a deep neural network model. However, it requires computing and
storing moving statistics for each time point. It becomes problematic when
a number of time steps required for different inputs vary as in recurrent
neural networks [81, 29, 7], or the time is continuous as in neural ODEs.
We apply different normalization techniques ([148, 117, 7]) to Neural ODE
models and report results for the CIFAR-10 classification task. The considered
normalization approaches are compared in terms of test accuracy and ability
to generalize if a more powerful ODE solver is used in the inference.

3.2 Background

We consider the same IVP as in the previous chapters:

d
d_j = f(z(1),1,0), te [t H] (3.1)
z(tg) = zo,

where z) denotes the input features, which are considered as initial value.
To solve IVP, we numerically integrate system (3.1) using ODE solver. De-
pending on the solver type different number of RHS evaluations of (1) are
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performed. Initial value problem (3.1) replaces Euler discretization for the
same right-hand side that arises in ResNet-like architectures. One part of the
standard ResNet-like architecture is the so-called ResNet block, which consists
of convolutions, batch normalizations, and ReLU layers. In practice, batch
normalization is often used to regularize model, make it more robust, and
reduce internal covariate shift [158]. Also, it is shown that batch normalization
yields smoother loss surface and makes neural network training faster and
more robust [149]. In the context of neural ODEs training, previous studies
applied layer normalization [22] and batch normalization [55] but did not
investigate the influence of these layers on the model performance. In this
study, we focus on the role of normalization techniques in neural ODEs. We
assume that proper normalization applied to the layers in ODE blocks leads
to the higher test accuracy and smoother dynamic.

According to [112], different problems and neural network architectures
require different types of normalization. In our empirical study, we investi-
gate the following normalization techniques to solve the image classification
problem with neural ODE models.

* Batch normalization (BNj; [88]) is the most popular choice for the image
classification problem, we discuss its benefits in the above paragraph.

* Layer normalization (LN; [7]) and weight normalization (WN; [148]) were
introduced for RNNs. We consider these normalizations as appropriate
candidates for incorporating in neural ODEs since they showed its effec-
tiveness for RNNss that also exploit the idea of weights sharing through
time.

* Spectral normalization (SN; [117]) was proposed for generative adversarial
networks. It is natural to consider SN for neural ODEs since if the Jacobian
norm is bounded by 1, one may expect better properties of the gradient
propagation in the backward pass.

¢ We also trained neural ODEs without any normalization (NF).

To perform back-propagation, we use ANODE [55] approach. This is a
memory-efficient procedure to compute gradients in neural ODEs with several
ODE blocks. This method exploits checkpointing technique at the cost of extra
computations.

3.3 Numerical Experiments

This section presents numerical results of applying different normalization
techniques to neural ODEs in the CIFAR-10 classification task. Firstly, we
compare test accuracy for neural ODE based models with different types of
normalizations. Secondly, we present an (S, n)-criterion to estimate quality of
the trained neural ODE-like model. The source code is available at GitHub
repository.

Ihttps://github.com/juliagusak/neural-ode-norm
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In our experiments we consider neural ODE based models, which are built
by stacking standard layers and ODE blocks. After replacing ResNet block
with ODE block in ResNet4 model, we get

conv — norm — activation — ODE block — avgpool — fc

an architecture, which we call ODENet4. For this model we test different
normalization techniques for norm layer and inside the ODE block. Similarly,
by replacing in ResNet10 architecture ResNet blocks, which do not change
spatial size, with ODE blocks, we get the following model:

conv — norm — activation — ResNet block — ODE block — ResNet block
— ODE block — avgpool — fc,

which we call ODENet10. In contrast to ODENet4, this model admits different
normalizations in place of the norm layer, inside ResNet blocks and ODE
blocks.

We use ANODE to train considered models since it is more robust than
the adjoint method (more details see in [55]). In both forward and backward
passes through ODE blocks we solve corresponding ODEs using Euler scheme.
For the training schedule, we follow the settings from ANODE ([55]). In
contrast to ANODEDEV?2 ([182]), we include activations and normalization
layers to the model. We train considered models for 350 epochs with an initial
learning rate equal to 0.1. The learning rate is multiplied by 0.1 at epoch 150
and 300. Data augmentation is implemented. The batch size used for training
is 512. For all experiments with different normalization techniques, we use
the same settings.

3.3.1 Accuracy

In our experiments, we assume that normalizations for all ResNet blocks are
the same, as well as for all ODE blocks. Along with these two normalizations,
we vary a normalization technique after the first convolutional layer. We
report test accuracy for different normalization schedules for ODENet10.
Table 3.1 presents test accuracy given by ODENet10 model. The best model
achieves 93% accuracy. It uses batch normalization after the first convolutional
layer and in the ResNet blocks, and layer normalization in the ODE blocks.
Also, we observe that the elimination of batch normalization after the first
convolutional layer and from the ResNet blocks leads to decreasing accuracy
to 91.2%. Such quality is even worse than the quality obtained with the model
without any normalizations (92%).

3.3.2 (8, n)-criterion of dynamics smoothness in the trained
model
Since in neural ODEs like models, we train not only parameters of standard

layers, but also parameters on the right-hand side of the system (3.1), the test
accuracy is not the only important measure. Another significant criterion is
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TABLE 3.1: Comparison of normalization techniques for
ODENet10 architecture on CIFAR-10. BN - batch normaliza-
tion, LN — layer normalization, WN — weight normalization,
SN - spectral normalization, NF — the absence of any normaliza-
tion. To perform back-propagation, we exploit ANODE with a
non-adaptive ODE solver. Namely, we use Euler scheme with
N; = 8, where N; is a number of time steps used to solve
IVP (3.1). The first row corresponds to the normalization in
the ODE blocks. We use BN after the first convolutional layer
and inside ResNet blocks, respectively. Standard ResNet10 archi-
tecture (only ResNet blocks are used) gives 0.931 test accuracy.

ODEblocks | BN WN SN NF LN
Accuracy@1 | 0.762 0.925 0.926 0.927 0.930

the smoothness of the hidden representation dynamic that is controlled by the
trained parameters of the right-hand side (3.1).

To implicitly estimate this smoothness, we propose an (S, n)-criterion that
indicates whether more powerful solver induces performance improvement
of the trained neural ODE model during evaluation. Here, S denotes a solver
name (Euler, RK2, RK4, etc) and n denotes a number of the right-hand side
evaluations necessary for integration of system (3.1), which corresponds to
the forward pass through the ODE block. By more powerful solver we mean
ODE solver that requires more right-hand side evaluations to solve (3.1) than
ODE solver used in training for the same purpose. For example, assume
one trains the model with Euler scheme and n = 2. Then, we say that ODE
block in trained model corresponds to smooth denamics if using Euler scheme
with n > 2 during evaluation yields higher accuracy. Otherwise, we say that
(S, n)-criterion shows the absence of learned smooth dynamics. Worth noting
that the (S, n)-criterion has limitation. Namely, it requires the solution of
IVP (3.1) to be a Lipschitz function of the right-hand side (3.1) parameters and
inputs ([24]). Otherwise, we can not rely on this criterion since the closeness
in the right-hand side parameters does not induce the closeness of features
that are inputs to the next layers of the model.

In our experiments we consider ODENet4 architecture with four different
settings of the Euler scheme: n = 2,8,16,32. For each setting we have trained
10 types of architectures that differ from each other by the type of normal-
ization we apply to the first convolutionl layer and convolutional layers in
the ODE block. For example, the model named “ODENet4 BN-LN (Euler,
2)” means the following: we have used ODENet4 architecture, where after
conv layer follows a BN layer, after each convolutional layer in the right-
hand side (3.1) follows an LN layer, and Euler scheme with 2 steps is used to
propagate through the ODE block.

For a fixed model trained with (Euler, ng) solver we check the fulfillment
of (S, n)-criterion by evaluating its accuracy with more powerful solver. In
this case, we consider the following more powerful solvers: (Euler, 1), (RK2,
n) and (RK4, n), where n > ny.

In Figure 3.1, we show how test accuracy given by ODENet4 model
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with different normalizations changes with varying ODE solvers to integrate
IVP (3.1) in ODE blocks. Different line types correspond to different solver
type (Euler, RK2, RK4), x-axis depicts the number of the right-hand side eval-
uations, while y-axis stands for the test accuracy. These models were trained

with Euler scheme and after that we use Euler, RK2 and RK4 schemes to com-

pute test accuracy. Every row from top to bottom corresponds to n = 2,16, 32

used in Euler scheme.
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FIGURE 3.1: Illustration of how the choice of ODE solver and
normalizations during training implicitly affects the smoothness
of learned dynamics. Each subplot corresponds to the model
trained with a fixed ODE solver and normalization scheme.
Models within one row have the same type of training solver
((Euler, n), n = 2,16, 32 from top to bottom). Models within one
column have the same normalization technique. For example,
subplot in the third row and the second column corresponds
to the ODENet4 model trained with (Euler, 32) solver with BN
after the first convolutional layer and LN after convolutional
layers inside ODE block. Lines of different style corresponds
to different types of test solvers. If model accuracy does not
drop when the more powerful ODE solver is used, we conclude
that, according to (S, n)-criterion, the model provides a smooth
dynamics. For example, the model (Euler, 32) BN-LN trains
a smooth dynamics, while (Euler, 2) BN-LN fails to do that.
Also, we can observe that to learn the smooth dynamics during
training, for some normalization schemes less powerful solvers
are required. If we compare BN-LN and BN-WN models, we
can see that the first one learns smooth dynamics when Euler
with n = 16 is used, but the latter one does that only for n = 32.

150
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3.4 Discussion and Further research

We have empirically investigated the effect of normalization techniques to
ODE based models. For different models, we have compared test accuracy as
well as the ability to learn parameters that yield smooth dynamics of hidden
representations. Informally, we recommend using layer normalizations or
weight normalizations and to avoid batch normalizations for neural ODEs.
We have observed that both normalization and type of training solver affect
the performance of the final model. Worth noting that pre-trained models,
which are close in terms of test accuracy, can significantly differ when it comes
to the smoothness of the hidden representations dynamics. Also, we will
work on a more rigorous theoretical criterion that can be used to compare
ODE based models, considering both neural networks and ODEs metrics.
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Chapter 4

Exploring Robustness of Different
Solvers for Neural ODEs

41 Introduction

In this chapter, we study the neural ODEs from the viewpoint of adversarial
robustness. The robustness of neural ODE models to adversarial attacks [3]
has already been considered by Hanshu et al. [71]. Authors demonstrate
that in the image classification task neural ODE models are more robust to
white-box adversarial attacks [57] than CNNs with the similar number of
parameters. However, the dependence of the robustness on the used ODE
solver in the forward and backward passes is not discussed in [71]. We fill
this gap in the presented study and consider the influence of the ODE solver
on neural ODE models robustness and test accuracy.

To the best of our knowledge, there were no papers exploring how the
choice of a numerical integration scheme affects the quality of the trained
neural ODE model. Therefore, we investigate how the choice of ODE solver in
the training stage (standard or adversarial) affects the robustness of the trained
neural ODE model with respect to the adversarial attacks. We also analyse
the possibility to improve the robustness of neural ODE model to black-box
attacks through accurate choice of the particular ODE solver in the training
stage or use a combination of some set of ODE solvers. Such combination can
be obtained according to one of the methods proposed below, see Section 4.2.
In addition, we consider how the ODE solver affects the transferability [173]
of the adversarial examples generated by neural ODE model.

In this chapter, we consider Runge—Kutta solvers (eq:butcher). The impor-
tant property of any Runge-Kutta method is the order of function approximation
denoted by p.

Definition 1 A Runge-Kutta method is of the order p if the following inequality
holds for any F € [to, t1] such that F+h € [to, t1]: ||z(F+h) — 2(F+ h)|| < ChPT1,
where z(t) and 2(t) are ground-truth and approximate dynamics.

Runge-Kutta methods such that the number of stages s equals to the order
p are of particular interest since the corresponding Butcher tableaux can be
parametrized with no more than two scalar parameters [169]. We exploit this
property when constructing sampling and ensembling solver techniques that
operate with a set of solvers rather than with a single predefined one. These
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techniques advance the conventional approach to neural ODE training and
evaluation by going beyond the use of a predefined solver. To the best of
our knowledge we are the first who consider an influence of ODE solvers
to adversarial training and robustness if neural ODE models to black-box
attacks.

We test the introduced techniques on the image classification tasks (CI-
FAR10 and MNIST datasets) and robustness to adversarial attacks. Robustness
of the trained models to black-box attacks is tested with FGSM [59], PGD [113]
and DeepFool [119] attacks from FoolBox package [138, 137]. Models to gener-
ate black-box attack are taken from RobustBench collection of benchmarks [32].
The source code to reproduce results of this study is presented on github'.

Our main results and contributions to the understanding of neural ODEs
properties are summarised as follows:

* We empirically demonstrate that the choice of ODE solver significantly
affects robustness of neural ODE models to adversarial attacks. Both
standard and adversarial training are tested.

¢ We propose methods of ODE solvers sampling in the training of neural
ODE:s that lead to more robust trained models without any additional
costs.

* We propose methods of ODE solvers ensembling in the training of neural
ODEs that make the trained model more robust to large attacks.

* We consider approaches to construct models ensembling based on the
single trained neural ODE model and multiple ODE solvers.

41.1 Related works

Stable neural ODEs training and obtaining competitive results compared with
other architectures are challenging tasks that are addressed in many studies.
In particular, [55, 185] address the instability of the adjoint method with a
checkpointing strategy, and [36] proposes to use the interpolation technique
in the backward pass. The importance of the augmentation technique in the
context of training neural ODE is presented in [41]. The well-known fact
from numerical analysis [169] is that to solve ODE with sufficient accuracy, a
small step size in an ODE solver is required. However, this setting leads to
an increase of the running time to perform the forward pass in neural ODE.
This issue is addressed in [92, 56], where the trained dynamic is forced to
be easy to solve with regularization of the loss function and sampling of the
integration final time, respectively. Also, the extension of neural ODEs to
stochastic neural ODE:s is considered in [103, 106, 167, 125].

Besides the standard machine learning quality measures, neural ODEs can
be evaluated based on the properties of the learned dynamic. The verification
of the learned dynamic stability with respect to decreasing step size in the
used ODE solver is studied in [66] where (S, n)-criterion is proposed for

1https ://github.com/SamplingAndEnsemblingSolvers/SamplingAndEnsemblingSolvers


https://github.com/SamplingAndEnsemblingSolvers/SamplingAndEnsemblingSolvers

Chapter 4. Exploring Robustness of Different Solvers for Neural ODEs 36

that purpose. Further, similar analysis of the learned dynamic is performed
in [126]. The related question on the importance of control trained dynamic
properties is discussed in [135], where the continuous-in-depth extension of
ResNet architecture is proposed.

One of the crucial factors in the evaluation of machine learning models is
robustness to adversarial attacks [3]. Adversarial example is an input image
that is modified by adding perturbation, which is almost invisible for the
human eye, so called adversarial perturbation. We say that an adversarial
attack takes place if an adversarial example fools predictive model, i.e. model
gives wrong class label. Adversarial examples can be generated and tested
on different models. Therefore, concepts of white-box and black-box attacks
appear. The adversarial attack is called white-box, if all knowledge about
the model (parameters, loss, architecture, data labels) is used to generate
perturbation. In contrast, the attack is called black-box if none of the knowledge
about model is used. The intermediate case such that the limited knowledge
about model may be involved, except its parameters, is called semi-black-
box attack. The model to generate an adversarial example is called a source
model, and the model to evaluate the label for adversarial example is called
a target model. If the gradient of loss function with respect to the input is
used to calculate perturbation, we say that the attack is gradient-based [128].
The classical examples of such attacks are FGSM [59] and PGD [113]. Other
approaches to compute adversarial examples are DeepFool [119] and Carlini-
Wagner attack [17]. The studies [71, 19] demonstrate that neural ODEs are
more robust to adversarial attacks than classical CNN models.

Key idea: Runge-Kutta methods typically used in the neural ODE training
can be parametrized with no more than two scalar variables.

In this chapter, we consider explicit Runge-Kutta methods such that their
order p equals to the number of stages s. This requirement leads to the
constraints on the coefficients from Butcher tableau. These constraints induce
parametrizations of the Runge-Kutta methods that we will use to make neural
ODE model more robust. We provide the considered parametrizations of
Runge-Kutta methods below following [169].

Runge-Kutta methods of the 2-nd order with two stages. These Runge-
Kutta methods are defined by the Butcher tableau whose coefficients have to
satisfy the following system of equations:

by +b,=1

b2C2 = %

Thus, these methods can be parametrized by a single parameter u € (0, 1]; see
the corresponding Butcher table (4.1a).

Definition 2 Let parameters of Runge-Kutta methods be a set of values that uniquely
define the Butcher tableau corresponding to the considered class of Runge-Kutta
methods.
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In particular, midpoint rule and Heun’s method are particular cases of such
parametrization if u = % and u = 1, respectively, see Tables 4.1b and 4.1c.

TABLE 4.1: 2-stage RK method of the 2-nd order

0 0 0lo 0|0
u u 0 1 1 0 111 0
[ 207 T 1
2u  2u 0 1 2 2
(A) Parametrized Butcher . (©) Heun’s
tableau (B) Midpoint rule method

Thus, tuning of parameter u leads to different solvers of the same order that
can be combined in training of neural ODE models. Techniques to combine
such Runge-Kutta methods are presented in Section 4.2.

4,2 Meta Neural ODE

Key idea. Solver parameters are modified during the neural ODE training
by sampling from a given distribution. Hence, the model is trained using
a large set of Runge-Kutta solvers instead of a single one, and yields better
robustness to adversarial attacks without time overhead.

Since we want to adjust an ODE solver during training to improve neural
ODE, the natural idea is to compute gradient of the loss function with respect
to solver parameters and update them according to the gradient method
altogether with weights in other layers. We have tested this approach and
tigured out that the training is quite unstable since the feasible parameters are
not arbitrary and their clamping does not lead to desired improvement. Thus,
in this chapter we introduce gradient-free methods of updating Runge-Kutta
solver parameters during training.

Solver sampling. Solver sampling technique can be splitted in two methods:
switching and smoothing. During the neural ODE training, at each epoch
we randomly choose a solver from a pre-defined set of solvers to perform
propagation through the model. If the set of solvers is continuous, we call
this strategy solver smoothing, otherwise, we refer to it as solver switching. The
latter approach requires a pre-defined set of parameterizations, each of which
corresponds to one solver. Considering s-stage Runge-Kutta methods of order
p < 4,p = s, each parametrization corresponds to one or two scalar values.
The sampling of solver parameters can be done uniformly or according
to some prior fixed distribution. The benefits of switching is that it does not
lead to computational overhead comparing to the single solver while trying
to make the model more robust to the choice of the solver. However, such
regime might make a neural ODE training via backpropogation difficult, if we
have a limited number of solvers that exhibit different dynamics. That leads
as to the smoothing approach, which can be considered as a continuous case
of switching. Smoothing regime requires to set in advance a parameterization
of one initial solver. During the training, parameters for the next solver
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are sampled from a continuous distribution, whose mean corresponds with
parameters of the initial solver. We expect that this approach leads to smoothing
of the trained dynamics and make it more robust to adversarial attacks.

Ensembling of solvers outputs. Another approach to adjust ODE solver
during training neural ODE models is ensembling of solvers outputs. The idea
of this method is to set ODE solvers corresponding to the same parameteriza-
tion but from different values of parameters, compute trajectories with these
solvers and average the computed trajectories with some pre-defined weights.
The resulting dynamic approximation takes into account dynamics generated
by different ODE solvers and therefore is more robust to the ODE solver
choice. However, this method requires extra costs since multiple trajectories
are computed. That is why we consider this approach as additional.

Ensemble of models for free. When training a neural ODE using smoothing
regime, we end up with a model, which performs well on a given task for a
family of solvers. Hence, we can use this fact to build an ensemble of models
to further improve the performance.

4.3 Experiments

4.3.1 Motivation to explore solver parameterizations

In this section, we provide a motivation experiment to explore the influence
of solver parameterizations on neural ODEs performance. In [71] the authors
pointed out that neural ODE models are more robust than CNN models for
image classification tasks. Inspired by this chapter, we move further and
consider the influence of different ODE solvers on the accuracy of models
when the samples are modified by an adversarial attack. We call this accuracy
a robust accuracy.

We use the classification task on the MNIST dataset to illustrate the de-
pendency of the robust accuracy on the choice of ODE solver. We consider
the 2-nd order two stages Runge-Kutta methods for various values of param-
eter u from the interval (0, 1]. The corresponding Butcher tableau is given
in Table 4.1a. The model we train is sequentially stacked three blocks: block
of standard neural network layers, ODE block, and another block of neural
network layers.

We evaluate the robust accuracy using PGD attack with e = 0.3, learning
rate 2/255 and 7 iterations. We provide the dependency of the robust accuracy
on the value of solver parameter u in Figure 4.1. We see from Figure 4.1 that
models trained with different solver parameterizations yield different robust
accuracies while maintaining similar standard accuracy.
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FIGURE 4.1: Robust accuracy of the model on MNIST dataset vs.
different values of parameter u in the 2-nd order Runge-Kutta
solver (see Table 4.1).

4.3.2 Adversarial training on CIFAR-10

Motivated by the experiment from Section 4.3.1 we consider adversarial train-
ing of Neura ODE with Meta ODE blocks on the CIFAR-10 image classification
task. We experiment with an architecture of the following type: (Conv layer
— PreResNet block — Meta ODE block — PreResNet block — Meta ODE
block = GeLU — AveragePooling — FullyConnected Layer). We trained
the model using the technique proposed in [171]. As optimizer, we use SGD
with a momentum 0.9 and a Cyclic LR schedule (one cycle per 36 epochs with
batch size 256). We use fixed-step size ODE solvers to propagate through the
Meta ODE block.

In the following Sections 4.3.4, 4.3.3 we provide results for the resistance
to adversarial attacks of Neural ODEs trained with different Meta ODE block
regimes. We consider black-box attack scenarios. To generate test attacks we
use Foolbox [138, 137] package. We use pre-trained models from RobustBench
to generate adversarial examples for black-box experiments.

Training with a pre-defined (standalone) solver. We have trained the described
architecture several times using different 8-step standalone solvers, namely,
Euler solver and 2-stage 2-nd order Runge-Kutta solver with u# = 0.5.

Training with solver switching. Using 2-stage Runge-Kutta solvers of 2-nd
and 4-th order, we built several groups of solvers (each group contained 2,
3, 10, or 20 solvers of the same order). We trained the same neural ODE
architecture using Meta ODE block in switching regime: at each iteration, one
solver from the group was chosen to perform propagation.

Training with solver smoothing. We chose 2-stage 2-nd order Runge-Kutta
solvers for our solver smoothing strategy. At each iteration, we use one solver
to propagate through the Meta ODE block. The parameter u of the solver is
sampled from the normal distribution N (0.5,0.0125).

Training with solver ensembling. We consider a group of 2-nd order Runge-
Kutta solvers.
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https://robustbench.github.io/
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4.3.3 Neural Networks attack Neural ODEs

In black-box experiments, we use convolutional neural networks to generate
adversarial attacks and measure robust accuracy of neural ODEs trained with
Meta ODE block in standalone, sampling (both switching and smoothing),
and ensembling regimes. To validate all pre-trained architectures we use
2-stage 2-nd order Runge-Kutta solver in standalone regime with u = 0.5 and
8 steps (Tables 4.2, 4.4).

Neural ODEs trained in standalone regime. Table 4.4 shows that the usage
of 2-nd order Runge-Kutta solver during training yields models with better
resistance to black-box attacks than the usage of Euler solver. Our proposed
solver regimes further improve these results.

Neural ODEs trained in switching regime. We found that the resulting robust
accuracy is approximately the same for models trained with groups of solvers
of the same order, and it is higher for higher-order Runge-Kutta solvers.
Table 4.2 compares the influence of different solver regimes (all regimes use
2-nd order 2-stage Runge-Kutta solvers) to the robustness of the trained model.
We see that solver switching outperforms other regimes when ¢ is small.

Neural ODEs trained in smoothing/ensembling regime. From Table 4.2 we
can see that the solver ensembling regime can be helpful for high values of
perturbations, and the smoothing regime yields the best robustness in most
cases.

4.3.4 Neural ODEs attack Neural ODEs

In this section, we consider the case, when we know everything about the
attacked neural ODE except the solver used during training. We refer to
this case as grey-box attacks. Table 4.3 compares models pre-trained using
standalone, switching, smoothing and ensembling regimes (with the same
setting as in previous sections). We can see the from Table 4.3 that smoothing
and ensembling regimes lead to more robust models w.r.t FGSM and PGD
attacks. And that DeepFool attack is the most sensitive one to the difference in

the solvers used to perform propagation through the source and target neural
ODEs.

4.4 Conclusion

In this chapter, we show that in the adversarial tasks, the performance of
neural ODEs depends on the choice of an ODE solver. We consider different
parameterizations of the standard Runge-Kutta methods and study its influ-
ence on the neural ODE models training. We propose techniques of sampling
(switching/smoothing) and ensembling of ODE solvers during propagation
through neural ODEs that lead to more robust models. We validated mod-
els trained with our methods using FGSM, PGD and DeepFool attacks. We
observed that for different size of attacks and different neural network ar-
chitectures our proposed techniques improves the resistance of the resulting
model to adversarial attacks. The presented approach can be extended to other
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that Runge-Kutta parameterizations of ODE solvers and may be investigated
in different applications.
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TABLE 4.2: Blackbox attacks on CIFAR10 Neural ODE models.
Source models are from RobustBench [32] and papers by Car-

mon et al. [18], Sehwag et al. [152], and Wong, Rice, and Kolter
[171]. PGD attack is performed with 20 iterations and DeepFool
attack is performed with 50 iterations.

Source model 255¢ Attack Ensembling Smoothing Standalone Switching

Carmon et al. [18] 2 DeepFool 79.77 £0.47 80124014 79.934+0.29 80.06+0.21
Carmon et al. [18] 4 DeepFool 77.05+£0.27 7743+0.22 77.14+02 7731£0.15
Carmon et al. [18] 8 DeepFool 7147+0.3 71.62+0.37 71.31+0.21 71.21+0.22
Carmon et al. [18] 16 DeepFool 60.87 £0.16 60.95+0.44 60.8+0.6 60.68 +0.2

Carmon et al. [18] 32 DeepFool 48.44+0.47 4839+047 4823+055 48.18+0.26
Carmon et al. [18] 2 FGSM 79.0+039 7928+0.1 79.07+£035 79.42+0.2

Carmon et al. [18] 4 FGSM 75434039 75.75+£0.06 7529+0.14 75.75+0.1

Carmon et al. [18] 8 FGSM 67.64+041 67.85+023 67.24+026 67.38+0.29
Carmon et al. [18] 16 FGSM 53.1+034 5318+026 5285+024 52.75+0.2

Carmon et al. [18] 32 FGSM 35544012 35.73+0.04 35.15+0.57 3526+0.48
Carmon et al. [18] 2 PGD 78824045 79.11+0.1 78.87+0.34 79.24+0.17
Carmon et al. [18] 4 PGD 7451+£038 74.85+019 74454+0.29 74.98+0.27
Carmon et al. [18] 8 PGD 63.83+0.35 640+036 63.53+0.17 63.65+0.31
Carmon et al. [18] 16 PGD 48.21+0.13 48.16+0.08 47.82+0.41 47.78+0.28
Carmon et al. [18] 32 PGD 3536401 35244021 34.88+0.27 34.9740.63
Sehwag et al. [152] 2 DeepFool 79.77 £0.36 80.28 +£0.07 79.87 £0.34 80.15+0.18
Sehwag et al. [152] 4 DeepFool 77.0+0.31 7747401 7698+037 77.4140.06
Sehwag et al. [152] 8 DeepFool 70.95+0.35 71.65+0.19 70.99+0.26 71.36+0.14
Sehwag et al. [152] 16 DeepFool 60.63+0.19 61.12+05 60.24+0.35 60.89+0.07
Sehwag et al. [152] 32 DeepFool 50.75+0.11 51.27+0.49 50.26+0.53 50.86+0.25
Sehwag et al. [152] 2 FGSM 78.06+0.36 7837+0.06 78.17+04 78.46+0.13
Sehwag et al. [152] 4 FGSM 73444028 73.66+0.14 73.09+0.33 73.55+0.29
Sehwag et al. [152] 8 FGSM 62.53+0.27 62.84+0.14 6227+029 62.46+0.39
Sehwag et al. [152] 16 FGSM 43.4+033 4333+£025 4293+031 43.11+0.08
Sehwag et al. [152] 32 FGSM 24.64+0.33 24.81+051 24.04+043 2445+0.27
Sehwag et al. [152] 2 PGD 78.04+0.29 783+0.09 78.07+0.44 78.39+0.19
Sehwag et al. [152] 4 PGD 7296+028 73.18+016 72.67+0.34 73.11+0.14
Sehwag et al. [152] 8 PGD 59.864+0.11 59.88+0.22 59.76+0.26 59.65+0.19
Sehwag et al. [152] 16 PGD 40.66+03 40.64+0.19 40514+0.24 40.59£0.16
Sehwag et al. [152] 32 PGD 27.78+05 27.76+027 2744044 27.624+0.36
Wong, Rice, and Kolter [171] 2 DeepFool 79.62+£0.31 80.14+0.17 79.63+0.37 80.07+0.14
Wong, Rice, and Kolter [171] 4 DeepFool 76.74+0.28 77.31+048 76.71+0.32 77.13+0.24
Wong, Rice, and Kolter [171] 8 DeepFool 71.53+0.38 7194065 71.3+019 71.66+0.3

Wong, Rice, and Kolter [171] 16  DeepFool 63.96+0.56 643+095 63.16+04 64.07+0.32
Wong, Rice, and Kolter [171] 32 DeepFool 58.92+0.81 59.2+1.04 57.95+0.28 58.94+0.45
Wong, Rice, and Kolter [171] 2 FGSM 7735+03 77.65+0.04 7725+034 77.77+0.01
Wong, Rice, and Kolter [171] 4 FGSM 71.66+031 7194027 7128+0.19 71.69+0.2

Wong, Rice, and Kolter [171] 8 FGSM 58.63+0.12 58.79 £0.27 58.67 +0.47 58.59+0.1

Wong, Rice, and Kolter [171] 16 FGSM 37334036 3742+0.54 36.87+0.37 37.01+0.32
Wong, Rice, and Kolter [171] 32 FGSM 17954023 18.05+042 17.51+042 18.05+0.18
Wong, Rice, and Kolter [171] 2 PGD 77274032 776+0.02 7724038 77.69+0.07
Wong, Rice, and Kolter [171] 4 PGD 71.17+0.18 71.38+£024 7091+0.22 71344021
Wong, Rice, and Kolter [171] 8 PGD 55.634+0.29 5597+0.02 5571+04 55.48+0.08
Wong, Rice, and Kolter [171] 16 PGD 3449+024 3451+02 34014031 34.15+042
Wong, Rice, and Kolter [171] 32 PGD 20.62+0.28 20.64+0.34 20.44+0.48 20.55+0.44
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TABLE 4.3: Greybox attacks for e = 8/255. Mean robust accu-
racy and standard errors averaged over three runs are reported
below. Parameters for PGD attack are the following: number
of steps is 7, step size is 2/255. Maximum number of steps in
DeepFool attack is 50.
Attack Attack
Modal e FGSM PGD DeepFool Modal ¢ FGSM PGD DeepFool
N=8 N=8 N=8 N=8
Standalone  4074+0.1 34494008 3634+011  Standalone  4073+0.1 3449+0.09 36.37+013
Switching ~ 40.8940.08 3488004 3637+0.12 Switching ~ 40.93+0.08 3489+005 364013
Smoothing ~ 4139+0.07 3517401 3685+007  Smoothing 4136006 3519+0.11 36.84+0.05
Ensembling  41.25+0.13 3513+0.12 3688+0.11  Ensembling 4125+011 3515+0.14 36.85+0.1
N=8 N=32 N=8 N=3
Standalone 40724011 3444+01 47024004  Standalone  40.69+0.1 3442+0.1 47.87+017
Switching ~ 40.8940.07 3485+004 47624017  Switching 40884007 3488004 48.4440.12
Smoothing ~ 4137005 35224009 47224027  Smoothing 41374006 3521+009 47.95%031
Ensembling 41224014 3516+0.13 47.45+0.12  Ensembling 41.19+0.14 3514%0.12 4796402

(A) Solver to generate attack and to compute (B) Solver to generate attack and to compute
robust accuracy is RK2, u = 0.5. robust accuracy is RK2, u = 1.

MogarAttack  pagn PGD  DeepFool  yoqaatk  psM PGD  DeepFool
N=8 N=8 N=8 N=8
Standalone ~ 40.75+0.1 34474009 4174+025  Standalone  4076+01 345+009 40.95:+0.05
Switching ~ 4091+008 34894004 4140903  Switching 4091006 3487 =004 40.65+02
Smoothing ~ 4137+0.08 3519401 414001 Smoothing ~ 4138+0.05 35.18+0.11 41.03+0.19
Ensembling  41.23+0.13 3515+0.12 41.63+031  Ensembling 41.25+0.12 35.15+0.13 40.99 +0.07
N=8 N =32 N=8 N =32
Standalone ~ 40.69+0.1 3443+011 4796+019  Standalone 40.72+0.11 3444401 47.0+004
Switching ~ 40.89 =007 34874004 4857+0.1 Switching ~ 40.89£0.06 34.86+004 47.53%0.17
Smoothing ~ 41.36+0.06 35214009 4802+028  Smoothing 41374006 3522+009 47.17+025
Ensembling 4118 +0.14 35.15+0.12 4807+023  Ensembling 4121+0.14 35.16+0.13 47.42+0.13
N =32 N =32 N =32 N =32
Standalone  40.73+0.11 34424009 3643+0.13  Standalone 40.72+0.11 3442+0.09 36.42+0.14
Switching ~ 40.96+006 34884004 3652+0.11  Switching 4096 +0.06 34.88=004 3648011
Smoothing ~ 41.39+008 3521+0.09 3698+005  Smoothing  414+0.08 35214009 36.97+0.05
Ensembling  41.29+0.14 3518+0.12 3689+0.13  Ensembling 41.29+0.14 35.18+0.12 36.93+0.14

(C) Solver to generate attack is RK2, u = 1. (D) Solver to generate attack is RK2, u = 0.5.
Solver to compute robust accuracy is RK2, Solver to compute robust accuracy is RK2,
u=0.5. u=1

TABLE 4.4: Comparison of adversarial robustness of the RK2

and Euler solvers.

FGSM-8/255 PGD-8/255 DeepFool-8/255
Source Model Euler RK2 ‘ Euler RK2 ‘ Euler RK2
Sehwag et al. [152] 62.0+0.12 6227+01 |59.38+0.19 59.76 +0.09 | 70.78 - 0.16 70.99 + 0.09
Wong, Rice, and Kolter [171] | 58.21+0.05 58.6740.16 | 5527 +0.1 55.714+0.13 | 71.01+0.17 71.3+£0.06
Carmon et al. [18] 67.06+0.1 67.24+0.09 | 63.21 +£0.12 63.53+0.06 | 70.94 +0.2  71.31+0.07

FGSM-16/255 PGD-16/255 DeepFool-16/255
Source Model Euler RK2 Euler RK2 Euler RK2
Sehwag et al. [152] 4273 +0.02 4293+0.1 | 40.08+0.15 40.51+0.08 | 60.39 +0.13 60.2+0.12
Wong, Rice, and Kolter [171] | 36.66 +0.18 36.8740.12 | 33.96+0.1 34.014+0.1 | 63.31+0.22 63.16+0.13
Carmon et al. [18] 52.33+0.12 52.85+0.08 | 47.25+0.16 47.82+0.14 | 60.24 +£0.21 60.8 +0.2
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Chapter 5

Reduced-Order Modeling of Deep
Neural Networks

5.1 Introduction

Recent studies [22, 61, 66, 36] have shown the connection between deep
neural networks and systems of ordinary differential equations (ODE). In
these works, the output of the layer during the forward pass was treated as
the state of a dynamical system at a given time. One of the effective methods
for accelerating computations in dynamical systems is the construction of
reduced models [134]. The classical approach for building such models is the
Discrete Empirical Interpolation Method (DEIM; see [21]). The idea of DEIM
is based on a low-dimensional approximation of the state vector, combined
with efficient recalculation of the coefficients in this low-dimensional space
through the selection of the submatrix of sufficiently large volume.

In this chapter, we use the above connection to build a reduced model of
deep neural network for a given pre-trained (fully-connected or convolutional)
network. We call this model Reduced-Order Network (RON). The reduced
model is a fully-connected network that has smaller computational complexity
than the original neural network. The complexity is defined as the number of
floating-point operations (FLOP) required to propagate through the network.
Thus, the inference of RON can be faster.

Following the reduced-order modeling approach, we assume that the
outputs of some layers lie in low-dimensional subspaces. We will refer to this
assumption as the low-rank assumption. Let x be the object from the dataset,
and z; = zi(x) be the vectorized output of the k-th layer. We assume that
there exists a matrix Vi, € RP«*Rk (D > R;) such that

zx = Vier, (5.1)

where ¢, = ci(x) are embeddings. The matrix Vj is the same for all x.

This simple linear representation itself can not help to reduce the complex-
ity of neural networks, because all linear operations in a neural network are
followed by non-linear element-wise functions. However, we propose how to
approximate the next embedding based on the previous one.

As a result, under the low-rank assumption most fully-connected and
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convolutional neural networks' can be approximated by fully-connected net-
works with a smaller number of processing units. In other words, instead
of dealing with huge feature maps, we project the input of the entire net-
work into a low-dimensional space and then operate with low-dimensional
representations. We restore the output dimensionality of the model using a
linear transformation. As a result, the complexity of neural networks can be
significantly decreased.

Even if the low-rank assumption holds only very approximately, we still
can use it to initialize a new network and then perform several iterations of
fine-tuning.

Our main contributions are:

* We propose a new low-rank training-free method for speeding up the
inference of pre-trained deep neural networks and show how to effi-
ciently use the rectangular maximum volume algorithm to reduce the
dimensionality of layers and estimate the approximation error.

¢ We validate and evaluate performance the proposed approach in a series
of computational experiments with LeNet pre-trained on MNIST and
VGG models pre-trained on CIFAR-10/CIFAR-100/SVHN.

¢ We show that our method works well on top of pruning techniques and
allows us to speed up the models that have already been accelerated.

5.2 Background

In this section, we give a brief description of the rectangular volume algorithm
(Subsection 5.2.1) and explain how to compute low-dimensional subspaces
of embeddings (Subsection 5.2.2). This information is required to clearly
understand what follows.

5.2.1 Maximum Volume Algorithm and Sketching

The rectangular maximum volume algorithm [116] is a greedy algorithm that
searches for a maximum volume submatrix of a given matrix. The volume of
a matrix A is defined as

vol (A) = det(ATA). (5.2)

This algorithm has several practical applications [46, 116]. In this chapter, we
use it to reduce the dimensionality of overdetermined systems as follows.
Assume, A € RP*R is a tall-and-thin matrix (D >> R); and we have to

solve a linear system
Ax=Db (5.3)

!We mean convolutional neural networks consisting of convolutions, non-decreasing
activation functions, batch normalizations, maximum poolings, and residual connections.
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with a fixed matrix A for an arbitrary right-hand side b € RP. The solution is
typically given by
x=A'D, (5.4)

where AT = (ATA)"'AT is the Moore-Penrose pseudoinversion of A. The
issue is that a matrix-by-vector product with R x D matrix A" costs too much.
Moreover, for the ill-conditioned matrix, the solution is not very stable.

Instead of using all D equations, we can select the most “representative”
of them. urpose, we apply the rectangular maximum volume algorithm? to
the matrix A. It returns a set P row indices (R < P < D), which corresponds
to equations used for further calculations. In this work, we choose P on the
segment [R,2R].

A submatrix consisting of P given rows can be viewed as SA, where
S € {0,1}P*P. We call S a sketching matrix. For convenience in notations, we
assume that the rectangular maximum volume algorithm outputs a sketching
matrix. Thus, the system (5.3) can be solved as follows

x = (SA)" (Sb). (5.5)

Selecting rows of b is a cheap operation, so the complexity of computing Sb is
O(P). If (SA)" is precomputed, for any right-hand side we only have to carry
out matrix-by-vector multiplication with a matrix of size R x P.

5.2.2 Computation of Low-Dimensional Embeddings

Let Z € RN*P be the output matrix of a given layer; each row of Z cor-
responds to a training sample propagated through the part of the network
ending with this layer.

The truncated rank-R SVD of ZT € RP*N is given by

Z'~ v zu'. (5.6)
e s
DxR RxN
Here the matrix V corresponds to the linear transformation, which maps
to the low-dimensional embedding subspace. To compute the matrix V, we
use the matrix sketching algorithm based on hashing [172, 166]. For our
applications, it is faster than randomized SVD.

5.3 Method

Our goal is to build an approximation of a given deep neural network (teacher)
by another network (student) with much faster inference.

Most conceptual details of our approach are explained on a toy example
of a multilayer perceptron (Subsection 5.3.1). Later on, we describe how to
apply the proposed ideas to feed-forward convolutional neural networks
(Subsection 5.3.2) and residual networks (Subsection 5.3.3).

“https://bitbucket.org/muxas/maxvolpy
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5.3.1 A Toy Example: MLP

In this subsection, we consider a simple fully-connected feed-forward neural
network, or multilayer perceptron (MLP).

Hereinafter let ¢, (k =1, ..., K) be non-decreasing element-wise activation
functions, e.g., ReLU, ELU or Leaky ReLU. Note that our method allows us
to accelerate a part of the initial network, but for simplicity, we assume that
the whole teacher network is used. Besides, without loss of generality, we
suppose that all biases are equal to zero.

Let zg be an input sample. Being passed through K layers of the teacher
network, it undergoes the following transformations

z1 = 1 (Whz0), 220 = p(Whz1), ..., zx = Wkzg_1, (5.7)

where W, € RP*Di-1 is 3 weight matrix of the k-th layer.

Let ¢y, ..., cx be the embeddings of zy,...,zx. We have already known
how to compute the linear transformation V; € RPx*Rk, which maps zj to ¢;.
Here the dimensionality of the k-th embedding Rk is much smaller than the
number of features Dj.

The low-rank assumption for the first layer gives

112

Vit = ¢1(W120) (5.8)

Z1

The boxed expression is a tall-and-skinny linear system with the matrix
Vi € RPRi the right-hand side vector 1(W;zg) and the vector of un-
knowns ¢;. If §; € R"1*P1 is a sketching matrix (Section 5.2.1) for the matrix
V1, we can compute the embedding as follows

C1 = (51V1)+ 517#1 (le()) = (51V1)+1P1(51W1 Z()). (59)
——— ——
R1><P1 P1><D1

Here we switch point-wise linearity i and sampling because they commute
pairwise.

The same technique can be applied for computing the second embedding
¢ using ¢;. We write the low-rank assumption

22 = P (Waz1) = ¢ (WoVicr) = Vaop, (5.10)

get the linear system

Vacr = ¢ (W2 V1er) (5.11)

and apply the rectangular maximum volume algorithm. If S, € R”2*D2 s a
sketching matrix, ¢, can be estimated as

(8)) = (52V2)+ l/Jz(SszVl Cl). (5.12)
N——— N’
Ry x Py PZXRl
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The process can be continued for other layers. The output of the student
network is computed as Vkck:

~ t
e = SiV1) $1(& W =20)
Rl >(P1 P1 X D1

(5.13)
S
RKXPk PkXRk,1

& = (V)T v (SWiVi_1 ¢_1), k=1,...,K
v—/ N,

ZK = VKCK
Suppose si is the output of ¢,. We can rewrite (5.13) in a better way

s1 = S1Wq zg),
12 41 (S1 Wy 20)
P1><D1

Sy = 1P2(§2W2V1 (51V1)t51),

P2><P1

. (5.14)
sk = Pr(Sk Wk Vi1 (SK—IVK—I)tSK—l)z
PK;EK—l
ZK = VK (SKVK)+ SK-
%/_./

DkXRK

As a result, instead of K-layer network with Dy x Dy 1 layers (5.7) we obtain
a more compact K + 1-layer network (5.14).

The proposed approach is summarized in Algoritm 1.

Then, we propose to add batch normalizations into the accelerated model
and perform several epochs of fine-tuning.

5.3.2 Convolutional Neural Networks

Convolution is a linear transformation. We treat it as a matrix-by-vector
product, and we convert convolutions to fully-connected layers. Two crucial
remarks for this approach should be discussed.

Firstly, we vectorize all outputs. Do we lose the geometrical structure of
the feature map? Only partially, because it is integrated into the initial weight
matrices.

Secondly, the size of a single convolutional matrix is larger than the size
of its kernel. However, these sizes can be compatible after compression if the
number of channels is not big. So, as a result, a student model can be not only
faster but even smaller than the teacher.

Batch normalization is a linear operation that uses a set of frozen weights
during the inference stage. For inference, we can compose batch normalization
and linear layer into a single linear layer without batch normalization. Thus,
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in the student model, we get rid of batch normalization layers but preserve
the normalization property.

Maximum pooling is a local operation, which typically maps 2 x 2 region
into a single value — the maximum value in the given region. We manage
this layer by taking 4 times more indices and by applying maximum pooling
after sampling.

5.3.3 Residual Networks

Residual networks [73, 180, 86] are popular models used in many modern
applications. In contrast to standard feed-forward CNNs, they are not sequen-
tial. Such models have several parallel branches, the outputs of which are
summed up and propagated through the activation function.

We approximate the output of each branch and the result as follows

Ve=y (Vier+ ...+ Vicy) (5.15)

The above expression is an overdetermined linear system. If S is a sampling
matrix for matrix V, the embedding c is computed as

= (SV) p (SViey + ...+ SVicy) . (5.16)

The rest steps of residual network acceleration are the same as for the
standard multilayer perceptron (Section 5.3.1).

5.3.4 Approximation error

Suppose g = Vic — zi is an error of the low-rank approximation, thus
SkVick = (SkVi) " Skzic + (SkVi) " Seex (5.17)

and error of our algorithm equals to e, = || (SxVi)" Skex|2. Since V"2 =
ISkll2 =1,
1 (SeVe) " Sill2 = [[Vi Vi (SiVi) " Sill2
< Ve (8cVi) ' -
Due to the Lemma 4.3 and Remark 4.4 from the rectangular maximum
volume paper [116]°

(5.18)

D —PK)rk
VSVl < )1+ P PR i 5.19
Vi (SkVik) ||2_\/+P1<+1—R1< (5.19)
Hence,
(Dx — Px) Rk
<4/1+——r . 5.20
€k_\/ e 1o Ry lexl|2 (5.20)

3In that paper, the given matrix is defined by C.
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For example, if Px = 1.5Rg, approximation error ¢ is O(1/Dg||ex||2) for
Rg = O(Dk).

54 Experiments

Firstly, we provide empirical evidence that supports our low-rank assumption
about the outputs of some layers. Secondly, we show the performance of RON
for both fully-connected and convolutional neural network architectures. We
compare models accelerated by RON with the baselines from DCP [186] and
[184].

Datasets. We empirically evaluate the performance of RON on four
datasets, including MNIST, CIFAR-10, CIFAR-100, and SVHN. MNIST is
a collection of handwritten digits that contains images of size 28 x 28 with a
training set of 60000 examples, and a test set of 10000 examples. CIFAR-10
consists of 32 x 32 color images belonging to 10 classes with 50000 training
and 10000 testing samples. CIFAR-100 is similar to CIFAR-10, but it contains
100 classes with 500 training images and 100 testing images per class. SVHN
is a real-world image dataset with house numbers that contains 73257 training
and 26032 testing images of size 32 x 32.

5.4.1 Singular values

Our method relies on the assumption, which states that the outputs of some
layers can be mapped to a low-dimensional space. We perform this map-
ping using the maximum volume based approximation of the basis obtained
through SVD. Figure 5.1 supports the feasibility of our assumption. Each sub-
figure corresponds to a specific architecture and depicts the singular values
of blocks output matrices. It can be seen that the singular values decrease
very fast for some (deeper) blocks, which means that their outputs can be
approximated by low-dimensional embeddings.

We use two strategies for rank selection: a non-parametric Variational
Bayesian Matrix Factorization (VBMF, [121]) and a simple constant factor rank
reduction.

Singular values are computed for matrices containing the whole training
data. We use matrix sketching algorithm based on hashing and do not have
to store the entire matrix in memory [172, 166].

Since the error is propagated through the layers and can be accumulated,
we fine-tune the processed model.

5.4.2 Fully-connected networks

To illustrate our method, we first choose LeNet-300-100 architecture for
MNIST, which is a fully-connected networks with three layers: 784 x 300,
300 x 100, and 100 x 10 with ReLU activations. We perform 15 iterations of
the following procedure. First, we train the model with the learning rate 1e-3
for 25 epochs, then we train the model with the learning rate 5e-4 for the
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Algorithm 1: Initialization of the student network

Input: teacher’s weights {W;, W,, ..., Wk} and element-wise
activation functions {91, ¢, ..., Pk }; subset of the training set
Z — a number of samples x number of input features matrix;
{R1,Ry, ..., Rx} — sizes of the embeddings;
Output: student’s weights {Wg, Wl, W, ..., WK} ;
/* For simplicity, we use all {V;}K , but in fact we have
to keep only two of them to compute a single weight of
student. */

fork < 1to Kdo

3 Z < Z propagated through the k-th layer

4 U,x,V; < truncated_svd(Z', Rg)

/* In practice, we don’t store the whole Z, but use
streaming randomized SVD algorithms */

5 Sk < rect_max_vol(Vj)

6 end

WO < 31W1

8 fork < 1toK—1do

9 ‘ Wi < SWiVi (Sk 1 Vir)'

10 end

11 WK +— Vg (SKVK)+

12 return {Wg, Wl, W, ..., WK}

N

A
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FIGURE 5.1: We plot singular values of all layers for CIFAR-10

for VGG-19 (left) and ResNet-56 (right). Each singular value is

divided by the largest one for this layer. One can see that most
singular values are relatively small.

same number of epochs. After that, we apply our acceleration procedure with
rank reduction rates equal to 0.7 and 0.75, respectively. Figure 5.2a shows the
FLOP reduction rate together with the test accuracy.
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FIGURE 5.2: RON for different LeNet models.

In [170, 107, 184], LeNet-500-300 model is accelerated 6.06, 6.41, and 7.85
times, respectively, approximately without accuracy drop. Our method is able
to achieve more then 8 x acceleration (see Figure 5.2b).

5.4.3 Convolutional networks

We apply our method to VGG-like [159] architectures on CIFAR-10, CIFAR-
100, and SVHN classification tasks. In our experiments, we use RON once
to obtain an accelerated neural network (student), and then we fine-tune the
network if needed. During student initialization (Algorithm 1), embedding
sizes for CIFAR-10 are chosen using VBME, while for CIFAR-100 and SVHN
teature sizes are reduced by a predefined rate. Pre-trained teacher models for
CIFAR-10 are available online*. They include VGG-19 and VGG-19 pruned
with DCP [186] approach at 0.3% pruning rate. For the experiments with

“nttps://github.com/SCUT-AILab/DCP/wiki/Model-Zoo
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CIFAR-100 and SVHN we used pre-trained VGG-19° and VGG-7° networks,
correspondingly. When applying RON to VGG-like architecture, we accelerate
several last convolutional layers of the network. For instance, the model RON
(8 to 16) corresponds to the model with nine accelerated convolutional layers.

RON without fine-tuning. In this setting, we initialize a student network
using Algorithm 1 and measure its acceleration and performance. For VGG-19
on CIFAR-10, RON can achieve 1.53x FLOP reduction with 0.09% accuracy
increase without any additional fine-tuning (Table 1). We refer to [184] to
provide evidence that RON (without fine-tuning) significantly outperforms
one stage of channel pruning [107, 184](w /o fine-tuning) when applied to
the pre-trained VGG-19. The models with convolutional layers pruned at
0.1% pruning rate (i.e., FLOP reduction is around 1.23x) have more than 20%
accuracy drop (Figure 5 in [184]).

RON with fine-tuning. Fine-tuning the model accelerated with RON, we
can achieve 2.3x FLOP reduction with 0.28% accuracy increase (Table 5.1)
for VGG-19 on CIFAR-10. After the acceleration procedure, we perform 250
epochs of fine-tuning by SGD with momentum 0.9, weight decay 1e-4, and
batch size 256. The initial learning rate is equal to 1e-2, and it is halved after
ten training epochs without validation quality improvement. We use dropout
during the fine-tuning.

VGG networks for CIFAR-100 (Table 5.2) and SVHN (Table 5.3) are less
redundant, therefore, acceleration without accuracy drop is smaller than for
CIFAR-10 dataset.

Note that compression can be performed iteratively by alternating RON
and fine-tuning steps. The iterative approach takes much time, but it was
shown for both pruning [107, 186, 50, 184] and low-rank [64] methods that it
helps to reduce the accuracy degradation for high compression ratios.

RON on top of the pruned network. The motivation to use RON on top of
pruned models is the following. Channel pruning methods tend to leave the
most informative channels (e.g., in DCP [186] they look for more discrimina-
tive channels) and eliminate the rest. However, a convolutional layer consist-
ing of informative channels can still have a low-rank structure and, therefore,
can be further accelerated using RON. For VGG-19 pruned with DCP [186]
approach at 0.3% pruning rate, RON provides 4.48 x FLOP reduction with
0.27% accuracy increase comparing to the initial VGG-19 while maintaining
higher accuracy and better acceleration than the pruned baseline (Figure 5.3).

5.4.4 Comparisons with other approaches

The advantage of our method is that it can be applied both alone and on
top of pruning algorithms. We have aggregated our results (Table 5.1) with

Shttps://github.com/bearpaw/pytorch-classification
®https://github.com/aaron-xichen/pytorch-playground
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TABLE 5.1: Accuracy and FLOP trade-off for the models acceler-
ated with RON on CIFAR-10 dataset. DCP is a channel pruning

method from [186].
Model Modified Acc@1 without Acc@1 with FLOP
layers fine-tuning  fine-tuning reduction
Teacher — — 93.70 1.00x
RON 10to 16 93.79 94.10 1.53 x
RON 9to 16 93.46 94.15 1.68 %
RON 8to 16 90.58 94.24 1.93 %
RON 7 to 16 85.79 93.98 2.30 x
RON 6to 16 72.53 93.12 3.01x
RON 5to 16 58.12 91.88 3.66 %
DCP [186] — — 93.96 2.00x
DCP+RON | 10to 16 93.98 94.24 3.06 x
DCP+RON | 9to16 93.90 94.27 3.37x
DCP+RON | 8to16 91.82 94.01 3.78 x
DCP+RON | 7to16 88.88 93.97 4.48 x
DCP+RON | 6tol6 81.30 93.26 5.56 x
DCP+RON | 5tol6 64.12 91.5 7.21 %

VGG-19 on CIFAR-10

Teacher

DCP

RON (w/o fine-tuning)
RON (w/ fine-tuning)

DCP + RON (w/o fine-tuning)
DCP + RON (w/ fine-tuning)

5 6 7
FLOP reduction, xtimes

FIGURE 5.3: Accuracy and FLOP reduction for RON accelerated
models on CIFAR-10.

the information from the paper by Zhuang et al. [186] and present them in
Table 5.4. We compare RON with ThiNet [111], channel pruning (CP) [75],
network slimming [107] and width-multiplier method [49]. More details about
related methods can be found in Section 5.6.

5.5 Discussion

We have proposed a method that exploits the low-rank property of the outputs
of neural network layers. The advantage of our approach is the ability to
work with a large class of modern neural networks and obtain a simple
tully-connected student neural network. We showed that, in some cases, the
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TABLE 5.2: VGG on CIFAR-100. RON Nx stands for the ac-
celerated model, where feature dimentionality of last layers is

reduced by N x times comparing to the teacher.
Model | Modified Acc@1 Acc@5 Acc@1 Acc@5 Speedup  FLOP
layers without without with with on CPU  reduction
fine-tuning fine-tuning fine-tuning fine-tuning
Teacher — — — 71.95 89.41 1.00x 1.00x
RON10x | 8to16 70.81 88.51 72.09 90.12 1.95x% 1.66 x
RON20x | 8to16 63.94 85.12 71.89 89.95 2.15x% 1.71x
RON 10x | 10to 16 60.68 82.36 70.87 90.46 1.72x 1.84x
RON 20x | 10to 16 44.07 68.29 69.69 89.78 2.19x% 2.19x
RON 10x | 12to 16 4277 67.34 66.84 88.16 2.22% 2.58x%
TABLE 5.3: VGG on SVHN. RON N x stands for the accelerated
model, where feature dimentionality of last layers is reduced by
N x times comparing to the teacher.
Modified Acc@1 without Acc@1 with Speedup  FLOP
Model layers fine-tuning  fine-tuning on CPU reduction
Teacher — — 96.03 1.00x 1.00x
RON 10x 5to7 92.46 95.41 1.62x 1.30x
RON 20x 5to7 89.04 95.33 1.71x 1.53x
RON 20x 3to7 83.58 92.13 1.67 % 1.65x
TABLE 5.4: Comparison of acceleration methods for VGG-19 on
CIFAR-10. Pre-trained baseline has 93.7% accuracy. The higher
FLOP reduction the better. The smaller accuracy drop the better.
Model FLOP  Accuracy
reduction drop, %
ThiNet [111] 2.00x 0.14
Network Sliming [107] 2.04x 0.19
Channel Pruning [75] 2.00 x 0.32
Width-multiplier [49] 2.00 x 0.38
Discrimination-aware Channel Pruning (DCP) [186] 2.00x -0.17
DCP-Adapt [186] 2.86 -0.58
RON (modified layers: 7 to 16) + fine-tuning 2.30% -0.18
DCP + RON (modified layers: 9 to 16) + fine-tuning 3.37x -0.57
DCP + RON (modified layers: 7 to 16) + fine-tuning 4.48 < -0.27

student model has the same quality as a student network even without any
fine-tuning.

The disadvantage of the Reduced-Order Network is that the number of
parameters may increase when applied to wide convolutional networks on
high-resolution images since the resulting network is dense. However, we
have demonstrated that our method works well for neural networks with
pruned channels, and such pruning allows us to reduce the number of features.
The best application of our approach, in our opinion, is to further accelerate
networks, which were produced by channel pruning algorithms.
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Later on, we can try sparsification [118] and quantization techniques on
top of our approach to mitigate this issue.

5.6 Related work

Recently, a series of approaches have been proposed to speed up inference in
convolutional neural networks (CNNSs) [23]. In this section, we overview the
main ideas of different method families and highlight the differences between
them and our approach.

Many different methods deal with a pre-trained network, which we call
the teacher network, and an accelerated network, which we call the student
network. This terminology comes from knowledge distillation [14, 79, 141,
179] methods, where the softmax outputs of the teacher network are used as a
target vector for the student network.

In section 5.4.4, we compare our aproach with different channel pruning
methods. Such methods aim to prune redundant channels in the weight ten-
sors and, hence, accelerate and compress the whole model. Pruned channels
are selected due to special information criteria. For example, it can be a sum
of absolute values of weights [102] or an average percentage of zeros [85].

There are two major approaches to channel pruning. The first approach
is to deal with a single network and train it from scratch, adding extra reg-
ularization, which forces the channel-level sparsity of weights. Later on,
some channels are considered to be redundant and have to be removed [107,
170]. It is usually an iterative procedure, which is computationally expensive,
especially for very deep neural networks.

The student is trained to minimize the reconstruction error between feature
maps of two models [75, 85, 111].

In [75], channel selection is made using LASSO regression, and the recon-
struction is performed via least squares. In [111], the pruning strategy for a
layer depends on the statistics of the next layer. In [107], it is proposed to
multiply each channel on a unique learnable scalar parameter; then, the whole
network is trained with a sparsity regularization on these scalar parameters.
In [184], neural architecture search techniques are combined with channel
pruning. Namely, the pruning strategy is generated by the LSTM network,
which is trained in a reinforcement learning way.

In [186], Discrimination-aware Channel Pruning (DCP) algorithm is intro-
duced. It is a multi-stage pruning method applied to the pre-trained network.
At each stage of DCP, a network from the previous stage is trained with an
additional classifier and discriminative loss. The least informative channels
either pruned at a fixed rate or selected using a greedy algorithm. We refer to
these approaches as to DCP and DCP-Adapt, accordingly.

Another related family of acceleration methods is low-rank methods,
which uses matrix or tensor decomposition to estimate the informative pa-
rameters of deep neural networks. In most cases, a much lower total computa-
tional cost can be achieved by replacing a convolutional layer with a sequence
of several smaller convolutional layers [39, 89, 101, 183, 64]. Opposed to our
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approach, most low-rank methods are applied not to feature maps [35] but to
weight tensors.

Finally, quantization [30, 63] methods worth mentioning. Such meth-
ods can significantly accelerate networks, but they usually require special
hardware to reach a theoretical speed-up in practice.

5.7 Conclusion

We have developed a neural network inference acceleration method that
is based on mapping layer outputs to a low-dimensional subspace using
the singular value decomposition and the rectangular maximum volume
algorithm. We demonstrated empirically that our approach allows finding a
good initial approximation in the space of new model parameters. Namely,
on CIFAR-10 and CIFAR-100, we achieved accuracy on par or even slightly
better than the teacher model without fine-tuning and reached acceleration
up to 4.48 x with fine-tuning and no accuracy drop. We have supported our
experiments with the theoretical results, including approximation error upper
bound evaluation.
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Chapter 6

Active Subspaces for Neural
Networks

6.1 Introduction

Deep neural networks have demonstrated impressive performance in a range
of applications, such as computer vision [99], natural language process-
ing [177], and speech recognition [62]. These networks often utilize deep
structures with many layers and a large number of neurons to achieve high
accuracy and expressive power [127, 52]. However, it is not always clear how
many layers and neurons are necessary, and using an unnecessarily complex
deep neural network can result in increased runtime and hardware require-
ments. As a result, there is growing interest in constructing smaller neural
networks for resource-constrained applications, such as robotics and the inter-
net of things, by removing network redundancy. Representative methods for
reducing the size of neural networks include network pruning and sharing [48,
70, 76, 108, 105], low-rank matrix and tensor factorization [147, 72, 51, 101,
124], parameter quantization [31, 38], and knowledge distillation [80, 141],
among others. However, most existing methods delete model parameters
directly without changing the network architecture [76, 70, 16, 105].

Another important issue of deep neural networks is the lack of robustness.
Robustness in deep neural networks (DNNs), as DNNs are often used in
safety-critical applications such as autonomous driving and medical image
analysis, and are expected to perform well even when faced with noisy or
corrupted data. However, studies have shown that many state-of-the-art
DNNs are vulnerable to small perturbations [164]. A variety of methods
have been proposed to generate adversarial examples, including optimization
methods [17, 119, 120, 164], sensitive features [59, 129], geometric transforma-
tions [42, 91], and generative models [8, 153]. However, these methods have
the limitation of requiring the computation of a new perturbation for each
new data sample. Recently, several methods have been proposed to compute
a universal adversarial attack that can fool a dataset as a whole in various
applications, such as computer vision[120], speech recognition [122], audio [1],
and text classification [9]. However, these methods still rely on solving a series
of data-dependent sub-problems. In [93], Khrulkov et al. proposed a method
for constructing universal perturbations by computing the (p, q)-singular
vectors of the Jacobian matrices of hidden layers in a network.
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This chapter investigates the above two issues with the active subspace
method [145, 25, 27] that was originally developed for uncertainty quantifica-
tion. The key idea of the active subspace is to identify the low-dimensional
subspace constructed by some important directions that can contribute sig-
nificantly to the variance of the multi-variable function. These directions
are corresponding to the principal components of the uncentered covariance
matrix of gradients. Afterwards, a response surface can be constructed in this
low-dimensional subspace to reduce the number of parameters for partial
differential equations [27] and uncertainty quantification [28]. However, the
power of active subspace in analyzing and attacking deep neural networks
has not been explored.

6.1.1 Contributions

The contribution of this chapter is twofold.

e Firstly, according to Figure 6.1 (a), we find that only a small number of
neurons can be important when applying the active subspace to some inter-
mediate layers of a deep neural network. This motivates us to define the
concept of “active neurons”. Figure 6.1 (b) also shows that most parame-
ters are concentrated in the final layers. Therefore, we propose ASNet, a
simpler framework that removes the final layers and replaces them with an
active-subspace layer that maps intermediate neurons to a low-dimensional
subspace and a polynomial chaos expansion layer. Our numerical experi-
ments show that ASNet has fewer parameters than the original network.
ASNet can also be combined with structured re-training methods to achieve
better accuracy with fewer parameters.

* Secondly, we use active subspace to develop a new universal attack method
to fool deep neural networks on a whole data set. We formulate this
problem as a ball-constrained loss maximization problem and propose a
heuristic projected gradient descent algorithm to solve it. At each iteration,
the ascent direction is the dominant active subspace, and the stepsize is
decided by the backtracking algorithm. Figure 6.1 (c) shows that the attack
ratio of the active subspace direction is much higher than that of the random
vector.

The rest of this chapter is organized as follows. In Section 6.2, we review
the key idea of active subspace. Based on the active-subspace method, Sec-
tion 6.3 shows how to find the number of active neurons in a deep neural
network and further proposes a new and compact network, referred to as
ASNet. Section 6.4 develops a new universal adversarial attack method based
on active subspace. The numerical experiments for both ASNet and universal
adversarial attacks are presented in Section 6.5. Finally, we conclude this
chapter in Section 6.6.
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FIGURE 6.1: Structural analysis of deep neural networks by the
active subspace (AS). All experiments are conducted on CIFAR-
10 by VGG-19. (a) The number of neurons can be significantly
reduced by the active subspace. Here, the number of active
neurons is defined by Definition 6.3.1 with a threshold € =
0.05; (b) Most of the parameters are distributed in the last few
layers; (c) The active subspace direction can perturb the network
significantly.

6.2 Active Subspace

Active subspace is an efficient tool for functional analysis and dimension
reduction. Its key idea is to construct a low-dimensional subspace for the
input variables in which the function value changes dramatically. Given a
continuous function c(x) with x described by the probability density function
p(x), one can construct an uncentered covariance matrix for the gradient:
C = E[Vc(x)Ve(x)T]. Suppose the matrix C admits the following eigenvalue
decomposition,

C =VAV/, 6.1)

where V includes all orthogonal eigenvectors and
A =diag(Ay, -, An), Ay > > A, >0 (6.2)

are the eigenvalues. All the eigenvalues are nonnegative because C is positive
semidefinite. One can split the matrix V into two parts,

V = [Vy, V3], where V; € R"*" and V, € R (""", (6.3)

The subspace spanned by matrix V; € IR"*" is called an active subspace [145]
because c(x) is sensitive to perturbation vectors within this subspace.

Remark 1 (Relationships with the Principal Component Analysis) Given a
set of data X = [x!,...,x™] with each column representing a data sample and each
row being zero-mean, the first principal component wy inherits the maximal variance
from X, namely,

m .
wy = argmax Y _ (wix')? = argmax w XX"w. (6.4)
[w]2=1 i=1 [wl2=1
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The variance is maximized when wy is the eigenvector associated with the largest
eigenvalue of XXT. The first r principal components are the r eigenvectors associated
with the r largest eigenvalues of XX'. The main difference with the active subspace is
that the principal component analysis uses the covariance matrix of input data sets X,
but the active-subspace method uses the covariance matrix of gradient V¢ (x). Hence,
a perturbation along the direction wy from (6.4) only guarantees the variability in
the data, and does not necessarily cause a significant change in the value of c¢(x).

The following lemma quantitatively describes that ¢(x) varies more on
average along the directions defined by the columns of V; than the directions
defined by the columns of V.

Lemma 6.2.1 [27] Suppose c(x) is a continuous function and C is obtained from
(6.1). For the matrices V1 and V, generated by (6.3), and the reduced vector

z=Vixandz = Vix, (6.5)
it holds that
Ex[Ve(x)TVoe(x)] =A1 + ...+ Ay,
Ex[Vzc(x)TVze(x)] =Arq + ... + Ay (6.6)
Sketch of proof [27]:
Ex [Vzc(x)TVzc(x)]
=trace (IEX x)Vzc(x) ])
=trace (IEX VTVXC ch(x)TV1]>
=trace (VTCVl)
=M+ A
When A1 = ... = A, = 0, Lemma 6.2.1 implies V;c(x) is zero every-

where, i.e., ¢(x) is Z-invariant. In this case, we may reduce x € R" to a
low-dimensional vector z = VIx € R" and construct a new response surface
¢(z) to represent c(x). Otherwise, if A, is small, we may still construct a
response surface g(z) to approximate c(x) with a bounded error, as shown in
the following lemma.

6.2.1 Response Surface

For a fixed z, the best guess for g is the conditional expectation of c given z,
i.e.,

¢(2) = Es[c(x)|z] = / c(Viz + Vo2)p(2|2)dz. 6.7)

Based on the Poincaré inequality, the following approximation error bound is
obtained [27].
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Lemma 6.2.2 Assume that c(x) is absolutely continuous and square integrable with
respect to the probability density function p(x), then the approximation function g(z)
in (6.7) satisfies:

E[(c(x) — g(2))2] < O(Ars1 + ...+ Au). 6.9)

The sketch of proof from [27]:

Ex[(c(x) - g(2))’]
=IE,[E;[(c(x) - g(2))° |z2]]
<const x E,[Ez[Vzc(x)TVzc(x)|z]]  (Poincaré inequality)
—const X Ex[Vzc(x)TVzc(x)]
=const X (A,11+...+A,;) (Lemma 6.2.1)
=0(Apg1+ ...+ Ay).

In other words, the active-subspace approximation error will be small if
Ary1,. .., Ay are negligible.

6.3 Active Subspace for Structural Analysis and
Compression of Deep Neural Networks

This section applies the active subspace to analyze the internal layers of a
deep neural network to reveal the number of important neurons at each layer.
Afterward, a new network called ASNet was built to reduce the storage and
computational complexity.

6.3.1 Deep Neural Networks

Many deep learning architectures can be described as

f(x0) = frL(fL-1---(f1(x0))), (6.9)

where xg € R™ is an input, L is the total number of layers, and f; : R"-1 —
R™ is a function representing the /-th layer (e.g., combinations of convolution
or fully connected, batch normalization, ReLU, pooling layers, and skip-
connections). For any 1 <[ < L, we rewrite the above feed-forward model as
a superposition of functions, i.e.,

f(x0) = f}éost(f}ljre(x()»f (6.10)

where the pre-model flf,re(-) = f;...(f1(+)) denotes all operations before the
I-th layer and the post-model f}f,ost(-) = frL...(fi+1(+)) denotes all succeeding

operations. The intermediate neuron x; = fll)re(xo) € R usually lies in a high
dimension. We aim to study whether such a high dimensionality is necessary.
If not, how can we reduce it?
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6.3.2 The Number of Active Neurons

Denote loss(-) as the loss function, and
c1(x) = loss (foost(x))- (6:11)

The covariance matrix C = E[V¢;(x)V¢;(x) ] admits the eigenvalue decom-
position C = VAV with A = diag(Ay,- -, Ay, ). We try to extract the active
subspace of ¢;(x) and reduce the intermediate vector x to a low dimension.
Here the intermediate neuron x, the covariance matrix C, eigenvalues A, and
eigenvectors V are also related to the layer index I, but we ignore the index
for simplicity.

Definition 6.3.1 Suppose A is computed by (6.2). For any layer index 1 <1 <L,
we define the number of active neurons nj 5s as follows:

. . Mt F A
n = i: >1—€y, 6.12
LAS argmm{ Mt ot Ay } (6.12)

where € > 0 is a user-defined threshold.

Based on Definition 6.3.1, the post-model can be approximated by an
1) as-dimensional function with a high accuracy, i.e.,

81(z) = Ez[ci(x)|z]. (6.13)

Here z = V| x € R™4s plays the role of active neurons, Z = V, x € R"7"4s,
and V = [Vl,Vz].

Lemma 6.3.1 Suppose the input xg is bounded. Consider a deep neural network with
the following operations: convolution, fully connected, ReLU, batch normalization,
max-pooling, and equipped with the cross entropy loss function. Then for any
le{1,...,L}, x = fére(xo), and ¢;(x) = loss(féost(x)), the n; xs-dimensional
function g;(z) defined in (6.13) satisfies

E, [(31(2))] < 2Ex, [(co(x0))?] +Oe). (6.14)
Denote ¢;(x) = loss(fL(... (fi11(x))), where loss(y) = — log % is

the cross entropy loss function, b is the true label, and 7 is the total number
of classes. We first show c;(x) is absolutely continuous and square-integrable,
and then apply Lemma 6.2.2 to derive (6.14).

Firstly, all components of ¢;(x) are Lipschitz continuous because (1) the
convolution, fully connected, and batch normalization operations are all linear;
(2) the max pooling and ReLU functions are non-expansive. Here, a mapping
m is non-expansive if ||m(x) —m(y)| < |[|x —y||; (3) the cross entropy loss
function is smooth with an upper bounded gradient, i.e., || Vloss(y)|| = |le, —
exp(y)/ Lty exp(yi) || < v/nir. The composition of two Lipschitz continuous
functions is also Lipschitz continuous: suppose the Lipschitz constants for
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f1 and f, are a1 and ay, respectively, it holds that || f1(f2(x)) — f1(f2(x))]| <
a1l f2(x) — f2(x)]] < ajaz||x — x|| for any vectors x and x. By recursively
applying the above rule, ¢;(x) is Lipschitz continuous:

ler(%) = cr(x)ll2 = [oss(fL(. .. (f1+1(%)))) —loss(fL(. .. (fi+1(x))))]]2
<vnpap...appq||x—x|2.

The intermediate neuron x is in a bounded domain because the input xg
is bounded, and all functions f;(-) are either continuous or non-expansive.
Based on the fact that any Lipschitz-continuous function is also absolutely
continuous on a compact domain [143], we conclude that ¢;(x) is absolutely
continuous.

Secondly, because x is bounded and ¢;(x) is continuous, both ¢;(x) and its

square integral will be bounded, i.e., [ (¢;(x)%p(x)dx < oo.
Finally, by Lemma 6.2.2, it holds that

IE'X[(CZ (X) - gl(z))z] < O(/\n,,AS—l—l +.o+ /\n)

From Definition 6.3.1, we have
A”I,AS'*‘1 +...+ A < (/\1 + ...+ /\n)e — ||C1/2H%€ — O(e)

In the last equality, we used that ||C'/2||F is upper bounded because ¢;(x) is
Lipschitz continuous with a bounded gradient. Consequently, we have

Ex[(81(2))?]
Ex[(81(z) — ¢
§21Ex[(cz(x)) ]
=2Ey,[(co(x0))?
<2Ex,[(co(x0))?

(%) + c1(x))?]

+ 2Ex[(c1(x) — 1(2))?]
]+ 2Bx[(c1(x) — 81(2))?]
] +0C(e).

The proof is completed.

The above lemma shows that the active subspace method can reduce the
number of neurons of the [-th layer from 7, to n; 45. The loss for the low-
dimensional function g;(z) is bounded by two terms: the loss cy(xg) of the
original network, and the threshold € related to 1; 45. This loss function is
the cross-entropy loss, not the classification error. However, it is believed that
a small loss will result in a small classification error. Further, the result in
Lemma 6.3.1 is valid for the fixed parameters in the pre-model. In practice,
we can fine-tune the pre-model to achieve better accuracy.

Further, a small number of active neurons n; 45 is critical to get a high
compress ratio. From Definition 6.3.1, n; 45 depends on the eigenvalue dis-
tribution of the covariance matrix C. For a proper network structure and a
good choice of the layer index [, if the eigenvalues of C are dominated by the
tirst few eigenvalues, then 1; 45 will be small. For instance, in Fig. 6.5(a), the
eigenvalues for layers 4 < [ <7 of VGG-19 are nearly exponential, decreasing
to zero.
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Algorithm 2: Training Procedure for the Active Subspace Network

(ASNet)

Input: Pretrained deep neural network, layer index /, and number of
active neurons r
Output: ASNet

1 Initialize the active subspace layer. The active subspace layer is a
linear projection, where the projection matrix V; € R"*" is computed
using Algorithm 3. If r is not specified, we use the default value
r = nas defined in Equation 6.12.

2 Initialize the polynomial chaos expansion layer. The polynomial
chaos expansion layer is a nonlinear mapping from the reduced
active subspace to the outputs, as shown in Equation 6.18. The
weights ¢, are computed using Equation 6.20.

3 Construct the ASNet. Combine the pre-model (the first I layers of the
deep neural network) with the active subspace and polynomial chaos
expansion layers to create a new network called ASNet.

4 Fine-tuning. Retrain all the parameters in the pre-model, active
subspace layer, and polynomial chaos expansion layer in ASNet for
several epochs using stochastic gradient descent.

6.3.3 Active Subspace Network (ASNet)

This subsection proposes a new network called ASNet that can reduce both
the storage and computational cost. Given a deep neural network, we first
choose a proper layer [ and project the high-dimensional intermediate neurons
to a low-dimensional vector in the active subspace. Afterward, the post-model
is deleted completely and replaced with a nonlinear model that maps the low-
dimensional active feature vector to the output directly. This new network,
called ASNet, has three parts:

(1) Pre-model: the pre-model includes the first [ layers of a deep neural
network.

(2) Active subspace layer: a linear projection from the intermediate neurons
to the low-dimensional active subspace.

(3) Polynomial chaos expansion layer: the polynomial chaos expansion
[53, 175] maps the active-subspace variables to the output.

The initialization for the active subspace layer and polynomial chaos expan-
sion layer are presented in Sections 6.3.4 and 6.3.5, respectively. We can also
re-train all the parameters to increase the accuracy. The whole procedure is
illustrated in Fig. 6.2 (b) and Algorithm 2.
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(A) A deep neural network (B) The proposed ASNet

FIGURE 6.2: (a) The original deep neural network; (b) The pro-
posed ASNet with three parts: a pre-model, an active subspace
(AS) layer, and a polynomial chaos expansion (PCE) layer.

6.3.4 The Active Subspace Layer

This subsection presents an efficient method to project the high dimensional
neurons to the active subspace. Given a dataset D = {x!,...,x"}, the empir-
ical covariance matrix is computed by C = L ¥, V¢, (x') Ve (x') . When
ReLU is applied as an activation, ¢;(x) is not differentiable. In this case, V
denotes the sub-gradient with a little abuse of notation.

Instead of calculating the eigenvalue decomposition of C, we introduce a
matrix G and compute its singular value decomposition to save the computa-
tion cost:

G2 [Vo(xh),...,Va(x™)] = VEU' € R"*™ with £ = diag (6, - - ,0y,)-

(6.15)

The eigenvectors of C are approximated by the left singular vectors V and the
eigenvalues of C are approximated by the singular values of G, i.e., A ~ £2.
We use the memory-saving frequent direction method [54] to compute the

r dominant singular value components, i.e., G ~ V,£,U,'. Here r is smaller
than the total number of samples. The frequent direction approach only stores
an n X v matrix S. In the beginning, each column of S € R"*" is initialized by
a gradient vector. Then the randomized singular value decomposition [68] is
used to generate S = VEU'. Afterwards, S is updated in the following way,

S« Vy/X2— o2, (6.16)

Now the last column of S is zero, and we replace it with the gradient vector
of a new sample. By repeating this process, SS' will approximate GG " with
high accuracy, and V will approximate the left singular vectors of G. The
algorithm framework is presented in Algorithm 3.

After obtaining X = diag(cq, . ..,0r), we can approximate the number of

active neurons as
\OR4 L+ (71.2

] os = argmin ¢ i : >1—€,. (6.17)
\ 0P+ ..+ o?

Under the condition that (71-2 — Ajfori =1,...,rand A; - Ofori = r+
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Algorithm 3: The frequent direction algorithm for computing the
active subspace

;71:*‘15 , a pre-model fére(-),

a subroutine for computing V¢;(x), and the dimension of
truncated singular value decomposition r.
Output: The projection matrix V € R™*" and the singular values
L e R,
1 Select r samples x), compute x' = f}l)re(xé), and construct an initial
matrix S < [V¢(x!),..., Ve (x))].

2 while the maximal number of samples m 5g is not reached do

3 | Compute the singular value decomposition VEUT «+ svd(S),

where X = diag(cy, ..., 0).

4 | Update S by the soft-thresholding (6.16).

5 | Getanew sample x5, compute x"*V = fé,re(xgew), and replace

the last column of S (now all zeros) by the gradient vector
S(:, 1) < Ve (x"V).

Input: A dataset with m 4g input samples {x{)}

6 end

1,...,n;,(6.17) can approximate n; 45 in (6.12) with a high accuracy. Further,
the projection matrix V7 is chosen as the first 1] as columns of V. The storage
cost is reduced from O(n?) to O(n;r) and the computational cost is reduced
from O(n?r) to O(n;r?).

6.3.5 Polynomial Chaos Expansion Layer

We continue to construct a new surrogate model to approximate the post-
model of a deep neural network. This problem can be regarded as an un-
certainty quantification problem if we set z as a random vector. We choose
the nonlinear polynomial because it has higher expressive power than linear
functions.

By the polynomial chaos expansion [174], the network output y € R"- is
approximated by a linear combination of the orthogonal polynomial basis
functions:

p
Y~ ) capa(z), where |a| = a1+ ...+ ay. (6.18)
|a|=0

Here ¢, (z) is a multivariate polynomial basis function chosen based on the
probability density function of z. When the parameters z = [z1, . .., 2] T are
independent, both the joint density function and the multi-variable basis
function can be decomposed into products of one-dimensional functions,
ie,p(z) =p1(z1) ... pr(2r), Pa(z) = oy (21)Pay(22) - - - Pu, (zr). The marginal
basis function ¢y, (z;) is uniquely determined by the marginal density function
pi(z;). The scatter plot in Fig. 6.3 shows that the marginal probability density
of ez; is close to a Gaussian distribution.
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FIGURE 6.3: Distribution of the first two active subspace vari-
ables at the 6-th layer of VGG-19 for CIFAR-10.

Suppose p;(z;) follows a Gaussian distribution, then ¢4, (z;) will be a Her-
mite polynomial [104], i.e.,

po(z) =1, $1(z) =z, $a(2) = 42% =2, Pp11(2) = 22¢p(2) — 2p¢p_1((z)- |
6.19
In general, the elements in z can be non-Gaussian correlated. In this case,
the basis functions {¢,(z)} can be built via the Gram-Schmidt approach
described in [34].
The coefficient ¢, can be computed by a linear least-square optimization.

Denote 2/ = V| f}g,re(x{)) as the random samples and y’ as the network output
forj=1,...,mpcg. The coefficient vector ¢, can be computed by

1 MPCE ; p e
min — C y/ . 6.20
it e L I L anla) (6:20

Based on the Nyquist-Shannon sampling theorem, the number of samples to
train ¢, needs to satisfy mpcg > 2np,6i5 = Z(VJ;ZP). However, this number can
be reduced to a smaller set of “important” samples by the D-optimal design
[181] or the sparse regularization approach [33].

The polynomial chaos expansion builds a surrogate model to approximate
the deep neural network output y. This idea is similar to the knowledge
distillation [80], where a pre-trained teacher network teaches a smaller student
network to learn the output feature. However, our polynomial-chaos layer
uses one nonlinear projection, whereas the knowledge distillation uses a series
of layers. Therefore, the polynomial chaos expansion is more efficient in terms
of computational and storage costs. The polynomial chaos expansion layer is
different from the polynomial activation because the dimension of z may be
different from that of outputy.

The problem (6.20) is convex, and any first-order method can get a globally
optimal solution. Denote the optimal coefficients as c; and the finial objective
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value as 6%, i.e.,

1 MPCE P

5 = Yo Ny — 9 (2)]?, where p*(2) = Y ciga(2).  (6.21)

MPCE ;5 la]=0

If 6* = 0, the polynomial chaos expansion is a good approximation to the
original deep neural network on the training dataset. However, the approx-
imation loss of the testing dataset may be large because of the overfitting
phenomena.

The objective function in (6.20) is an empirical approximation to the ex-
pected error

p

Epllly — ¥(z)||?], where p(z) = Y capu(z). (6.22)

|a[=0

According to Hoeffding’s inequality [82], the expected error (6.22) is close to
the empirical error (6.20) with a high probability. Consequently, the loss for
ASNet with a polynomial chaos expansion layer is bounded as follows.
Lemma 6.3.2 Suppose that the optimal solution for the problem (6.20) is ¢, the
optimal polynomial chaos expansion is ¢*(z), and the optimal residue is 5*. Assume
that there exist consts a, b such that for all j, ||y} — ¢*(2/)||* € [a, b]. Then the loss
of ASNet will be upper bounded

E[(loss("(2)))?] < 2Ex[(co(x0))?] +2nL(8" +1) wp. 1—9%,  (6.23)

where t is a user-defined threshold, and v* = exp(— Z(t;Tg)CZE ).

Proof Since the cross entropy loss function is /ny-Lipschitz continuous,
we have

E(yz)[(loss(y) —loss(y"(2)))’] < mEyyllly — ¢*(2)[%], (6.24)
Denote 77 = ||y/ — ¢*(2/)||? fori = 1,...,n;. {7/} are independent under the

assumption that the data samples are independent. By Hoeffding’s inequality,
for any constant ¢, it holds that

E[T] <

! YT+t wp.1-197%, (6.25)

MPpCE i

2t2mPCE

with 7* = exp(— oy

). Equivalently,

Epyollly =" (2)[P] < 6"+t wp. 1197, (6.26)
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Consequently, there is

E,[(loss(y"(2)))?]
<2Ey[(loss(y))?] +2Ey 5, [(loss (¢ (2)) — loss(y))’]
<2y, [(co(x0))?] + 211 (6* + 1) wp. 1 — 7%

The last inequality follows from co(xp) = ¢;(x;) = loss(y), equations (6.24)
and (6.26). This completes the proof.

Lemma 6.3.2 shows with a high probability 1 — 7*, the expected error of
ASNet without fine-tuning is bounded by the pre-trained error of the original
network, the accuracy loss in solving the polynomial chaos subproblem (6.21),
and the number of classes 1. The probability y* is controlled by the threshold
t as well as the number of training samples mpcg.

In practice, we always re-train ASNet for several epochs and the accuracy
of ASNet is beyond the scope of Lemma 6.3.2.

6.3.6 Structured Re-training of ASNet

The pre-model can be further compressed by various techniques such as
network pruning and sharing [70], low-rank factorization [124, 101, 51], or
data quantization [38, 31]. Denote 0 as the weights in ASNet and {xcl), X}
as the training dataset. Here, 6 denotes all the parameters in the pre-model,
active subspace layer, and the polynomial chaos expansion layer. We re-train
the network by solving the following regularized optimization problem:

1 & -

0" = in — ) 1 0; X AR(0). 6.27
argmin ) loss(f(6;)) + AR(6) (627)

i=1

Here (x),y') is a training sample, m is the total number of training samples,
loss(-) is the cross-entropy loss function, R(0) is a regularization function, and
A is a regularization parameter. Different regularization functions can result
in different model structures. For instance, an ¢; regularizer R(0) = ||6]|1 [2,
150, 176] will return a sparse weight, an ¢; ,-norm regularizer will result in
column-wise sparse weights, a nuclear norm regularizer will result in low-
rank weights. At each iteration, we solve (6.27) by a stochastic proximal
gradient decent algorithm [155]

1
0"t = argmax (0 —6°) " g" + Tw L 0%||3 + AR(0). (6.28)

0 k
Here gt = ‘é—k‘ Yies, Veloss(f(6;x)),y") is the stochastic gradient, B is a
batch at the k-th step, and «y is the stepsize.

In this work, we chose the /1 regularization to get sparse weight matrices.
In this case, problem (6.28) has a closed-form solution:

Ot = Sy (65 — megh), (6.29)
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FIGURE 6.4: Perturbations along the directions of an active-

subspace direction and of principal component, respectively. (a)

The function f(x) = a’x — b. (b) The perturbed function along

the active-subspace direction. (c) The perturbed function along
the principal component analysis direction.

where S)(x) = x © max(0,1 — A/|x|) is a soft-thresholding operator.

6.4 Active-Subspace for Universal Adversarial At-
tacks

This section investigates how to generate a universal adversarial attack by
the active-subspace method. Given a function f(x), the maximal perturbation
direction is defined by

vi = argmax Ex[(f(x+v) — f(x))%. (6.30)

[vll2<é

Here, 4 is a user-defined perturbation upper bound. By the first order Taylor
expansion, we have f(x + v) ~ f(x) + Vf(x)Tv, and problem (6.30) can be
reduced to

vas = argmax Ey[(Vf(x)Tv)?] = argmax v EL[Vf(x)Vf(x)T]v. (6.31)

[vll2=1 [[v]l2=1

The vector v 45 is exactly the dominant eigenvector of the covariance matrix
of Vf(x). The solution for (6.30) can be approximated by +6v4g or —év 45.
Here, both v 45 and —v 45 are solutions of (6.31) but their effect on (6.30) are
different.

Example 6.4.1 Consider a two-dimensional function f(x) = a’x — b with a =
[1, —1]T and b = 1, and x follows a uniform distribution in a two-dimensional square
domain [0,1)2, as shown in Fig. 6.4 (a). It follows from direct computations that
V f(x) = aand the covariance matrix C = aa’. The dominant eigenvector of C or
the active-subspace direction is v s = a/||a||2 = [1/v/2, —1/+/2]. We apply v 45 to
perturb f(x) and plot f(x+ v ag) in Fig. 6.4 (b), which shows a significant difference
even for a small permutation 6 = 0.3. Furthermore, we plot the perturbed function
along the first principal component direction wy = [1/+/2,1/+/2]T in Fig. 6.4 (c).
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Here, wy is the eigenvector of the covariance matrix Ex[xx!] = {

1/3 1/4
1/4 1/3 } '
However, wy does not result in any perturbation because a* wq = 0. This example
indicates the difference between the active-subspace and principal component analysis:
the active-subspace direction can capture the sensitivity information of f(x), whereas
the principal component is independent of f(x).

T

6.4.1 Universal Perturbation of Deep Neural Networks

Given a dataset D and a classification function j(x) that maps an input sample
to an output label. The universal perturbation seeks a vector v* whose norm
is upper bounded by J, such that the class label can be perturbed with a high
probability, i.e.,

v* = argmax prob, p[j(x + V) # j(x)] = argmax Ex[1jxiv)£jx)], (6.32)

l[vl<é Ivl<é

where 1; equals one if the condition d is satisfied and zero otherwise. Solving
problem (6.32) directly is challenging because both 1; and j(x) are discon-
tinuous. By replacing j(x) with the loss function ¢(x) = loss(f(x)) and the
indicator function 1; with a quadratic function, we reformulate problem (6.32)
as

max  Ey[(c(x+v) —c(x))?] st |lv]2 <6 (6.33)

The ball-constrained optimization problem (6.33) can be solved by various
numerical techniques such as the spectral gradient descent method [12], and
the limited-memory projected quasi-Newton [151]. However, these methods
can only guarantee convergence to a local stationary point. Instead, we are
interested in computing a direction that can achieve a better objective value
by a heuristic algorithm.

6.4.2 Recursive Projection Method

Using the first order Taylor expansion c(x + v) ~ c(x) + v! Vc(x), we refor-
mulate problem (6.33) as a ball constrained quadratic problem

max vIE,[Vc(x)Ve(x)Tlv st |v] <4 (6.34)

Problem (6.34) is easy to solve because its closed-form solution is exactly
the dominant eigenvector of the covariance matrix C = Ex[Vc(x)Ve(x)T] or
the first active-subspace direction. However, the dominant eigenvector in
(6.34) may not be efficient because ¢(x) is nonlinear. Therefore, we compute v
recursively by

v = proj(vF + skdk), (6.35)
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where proj(v) = v x min(1,3/||v||2)!, s* is the stepsize, and d¥ is approxi-
mated by

T
di‘, = argmax d‘fIEx {Vc (x—i—vk> Ve (x—i—vk) } dy, s.t. ||dy]2 < 1. (6.36)
dy

Namely, d¥ is the dominant eigenvector of C* = [E, [Vc (x + vF) Ve (x + vK) ] :

Because d¥ maximizes the changes in Ex[(c(x + v + dy) — c(x + v))z] we ex-
pect that the attack ratio keeps increasing, i.e., r(v*t1; D) > r(vk; D), where

T(V,"D) ‘ | Z 1 (xi+v) #](xz) (637)

xieD

The backtracking line search approach [6] is employed to choose s* such that
the attack ratio of v* 4 s*d¥ is higher than the attack ratio of both v* and
vk —skdk, e
v/
" = min{sf, : r(vi[1; D) > max(r(viT}; D), r(v5; D)}, (6.38)
; , ,

where sft = (—1)!sp7', t € {1,—1}, s¢ is the initial stepsize, 7 < 1 is the
decrease ratio, and vi{! = proj(vk + sf1d¥) k
we update vF*1! by (6.35) and repeat the process. Otherwise, we record the
number of failures and stop the algorithm when the number of failures is
greater than the threshold.

The overall flow is summarized in Algorithm 4. In practice, instead of

using the whole dataset to train this attack vector, we use a subset D°. The
impact for a different number of samples is discussed in section 6.5.2.2.

. If such a stepsize s* exists,

6.5 Numerical Experiments

In this section, we show the power of active subspace in revealing the number
of active neurons, compressing neural networks, and computing the universal
adversarial perturbation. All codes are implemented in PyTorch and are
available online?.

6.5.1 Structural Analysis and Compression

We test the ASNet constructed by Algorithm 2, and set the polynomial order
as p = 2, the number of active neurons as r = 50, and the threshold in
Equation equation 6.12 as € = 0.05 on default. Inspired by the knowledge
distillation [80], we re-train all the parameters in the ASNet by minimizing

1 A better option is to project v on a sphere, but experiments are computed for the projection
into a ball.
Zhttps://github.com/chunfengc/ASNet
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Algorithm 4: Recursive Active Subspace Universal Attack

Input: A pre-trained deep neural network denoted as c(x), a
classification oracle j(x), a training dataset D°, an upper bound
for the attack vector §, an initial stepsize sg, a decrease ratio
v < 1, and the parameter in the stopping criterion a.

Output: The universal active adversarial attack vector v4s.

Initialize the attack vector as v = 0.

fork=0,1,...do

3 | Select the training dataset as

D= {x+vF: x € DVand j(x' + vk) = j(x')}, then compute the

dominate active subspace direction dy using Algorithm 3.

4 fori=0,1,...,ldo

N

k—|—1

5 Letsk, = (—1)*spy’ and vi1! = proj(vF + skHdk) Compute
the attack ratios r( k“) and r( k“) by (6.37).

6 If either r( le) orr(v k+1) is greater than r(v*), stop the
process.

7 Return s* = (—1)'s¥,, where t = 1if r( k“) > r( kﬂ) and
t = —1 otherwise.

s | end

9 | Ifno stepsize s* is returned, let s* = sor! and record this step as a

failure.

10 Compute the next iteration Vit by the projection (6.35).
11 If the number of failure is greater the threshold «, stop.
12 end

the following loss function
m . . . .
: i i N i i
min i}:l: BH (ASNetg(xo), f(x0)> +(1-p)H (ASNetg(xo),y ) .

Here, the cross entropy H(p,q) = Y ;s(p);jlogs(q);, the softmax function

s(x); = (%) and the parameter § = 0.1 on default. We re-train ASNet for
Yjexp(x;j)’

50 epochs by ADAM [96]. The stepsizes for the pre-model are set as 10~ and
1073 for VGG-19 and ResNet, and the stepsize for the active subspace layer
and the polynomial chaos expansion layer is set as 10~°, respectively,

We also seek sparser weights in ASNet by the proximal stochastic gradient
descent method in Section 6.3.6. On default, we set the stepsize as 10~ for the
pre-model and 10> for the active subspace layer and the polynomial chaos
expansion layer. The maximal epoch is set as 100. The obtained sparse model
is denoted as ASNet-s.

In all figures and tables, the numbers in the bracket of ASNet(-) or ASNet-
s(+) indicate the index of a cut-off layer. We report the performance for different
cut-off layers in terms of accuracy, storage, and computational complexities.
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TABLE 6.1: Comparison of number of neurons r of VGG-19 on
CIFAR-10. For the storage speedup, the higher is better. For
the accuracy reduction before or after fine-tuning, the lower is

better.

r=25

r =50

r=175

€ Storage Acc. Reduce
Before After

€ Storage Acc. Reduce
Before After

€ Storage Acc. Reduce
Before After

ASNet(5)|0.34 20.7x 7.06 2.82 |0.18 144x 440 1.82 |0.11 11.0x 3.64 1.66
ASNet(6)|0.24 12.8x 2.14 059 |0.11 10.1x 1.62 027 |0.05 83x 1.40 0.21
ASNet(7)|0.15 9.3x 079 0.11 |0.06 7.8x 0.63 -0.10 [0.03 6.7x 0.77 0.00

6.5.1.1 Choices of Parameters

We first show the influence of the number of reduced neurons r, tolerance ¢,
and cutting-off layer index I of VGG-19 on CIFAR-10 in Table 6.1. The VGG-

19 can achieve 93.28% testing accuracy with 76.45 Mb storage consumption.

_ )\ +1+...+)\ . . . .
Here, e = —;——~. For different choices of , we display the corresponding

tolerance €, the storage speedup compared with the original teacher network,
and the testing accuracy reduction for ASNet before and after fine-tuning
compared with the original teacher network.

Table 6.1 shows that when the cutting-off layer is fixed, a larger r usually
results in a smaller tolerance € and a smaller accuracy reduction but also a
smaller storage speedup. This corresponds to Lemma 6.3.1, that the error of
ASNet before fine-tuning is upper bounded by O(e). Comparing r = 50 with
r = 75, we find that r = 50 can achieve almost the same accuracy with r = 75
with a higher storage speedup. r = 50 can even achieve better accuracy than
r = 75 in layer 7 probably because of overfitting. This guides us to choose
r = 50 in the following numerical experiments. For different layers, we see
a later cutting-off layer index can produce a lower accuracy reduction but
a smaller storage speedup. In other words, the choice of layer index is a
trade-off between accuracy reduction with storage speedup.

6.5.1.2 Efficiency of the ASNet

We show the effectiveness of ASNet constructed by Steps 1-3 of Algorithm 2
without fine-tuning. We investigate the following three properties. (1) Re-
dundancy of neurons. The distributions of the first 200 singular values of the
matrix G (defined in equation 6.15) are plotted in Fig. 6.5 (a). The singular
values decrease almost exponentially for layers I € {4,5,6,7}. Although the
total numbers of neurons are 8192, 16384, 16384, and 16384, the numbers of
active neurons are only 105, 84, 54, and 36, respectively. (2) Redundancy of
the layers. We cut off the deep neural network at an intermediate layer and
replace the subsequent layers with one simple logistic regression [84]. As
shown by the red bar in Fig. 6.5 (b), the logistic regression can achieve rela-
tively high accuracy. This verifies that the features trained from the first few
layers already have a high expression power since replacing all subsequent
layers with a simple expression loses little accuracy. (3) Efficiency of the
active-subspace and polynomial chaos expansion. We compare the proposed
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FIGURE 6.5: Structural analysis of VGG-19 on the CIFAR-10

dataset. (a) The first 200 singular values for layers 4 < [ < 7;

(b) The accuracy (without any fine-tuning) obtained by active-

subspace (AS) and polynomial chaos expansions (PCE) com-

pared with principal component analysis (PCA) and logistic
regression (LR).

active-subspace layer with the principal component analysis [90] in projecting
the high-dimensional neuron to a low-dimensional space and also compare
the polynomial chaos expansion layer with logistic regression in terms of
their efficiency to extract class labels from the low-dimensional variables.
Fig. 6.5 (b) shows that the combination of active-subspace and polynomial
chaos expansion can achieve the best accuracy.

6.5.1.3 CIFAR-10

We continue to present the results of ASNet and ASNet-s on CIFAR-10 by
two widely used networks: VGG-19 and ResNet-110, in Tables 6.2 and 6.3,
respectively. The second column shows the testing accuracy for the corre-
sponding network. We report the storage and computational costs for the
pre-model, and post-model (i.e., active-subspace plus polynomial chaos ex-
pansion for ASNet and ASNet-s), and overall results, respectively. For both
examples, ASNet and ASNet-s can achieve a similar accuracy with the teacher
network yet with much smaller storage and computational cost. For VGG-19,
ASNet achieves 14.43 x storage savings and 3.44 X computational reduction;
ASNet-s achieves 23.98 x storage savings and 7.30x computational reduction.
For most ASNet and ASNet-s networks, the storage and computational costs
of the post-models achieve significant performance boosts by our proposed
network structure changes. It is not surprising to see that increasing the layer
index (i.e., cutting off the deep neural network at a later layer) can produce a
higher accuracy. However, increasing the layer index also results in a smaller
compression ratio. In other words, the choice of layer index is a trade-off
between the accuracy reduction and the compression ratio.

For Resnet-110, our results are not as good as those on VGG-19. We find
that the eigenvalues for its covariance matrix are not exponentially decreasing
as that of VGG-19, which results in a large number of active neurons or a
large error € when fixing r = 50. A possible reason is that ResNet updates as
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TABLE 6.2: Accuracy and storage on VGG-19 for CIFAR-10.
Here, “Pre-M" denotes the pre-model, i.e., layers 1 to I of the
original deep neural networks, “AS" and “PCE" denote the active
subspace and polynomial chaos expansion layer, respectively.

Network ‘ Accuracy ‘ Storage (MB) ‘ Flops (10°)
VGG-19 93.28% 76.45 398.14
Pre-M AS+PCE Overall | Pre-M AS+PCE Overall
ASNet(5) 91.46% 2.12 3.18 5.30 115.02 0.83 115.85
(23.41x) (14.43x) (340.11x) (3.44x%)
ASNet-s(5) | 90.40% 1.14 2.05 3.19 54.03 0.54 54.56
(1.86x) (36.33x) (23.98x%) | (2.13x) (527.91x) (7.30x)
ASNet(6) 93.01% 4.38 3.18 7.55 152.76 0.83 153.60
(22.70x) (10.12x) (294.76x) (2.59x)
ASNet-s(6) | 91.08% 1.96 1.81 3.77 67.37 0.48 67.85
(2.24x) (39.73x) (20.27x) | (2.27x) (515.98x) (5.87x)
ASNet(7) 93.38% 6.63 3.18 9.80 190.51 0.83 191.35
(21.99x)  (7.80x) (249.41x) (2.08x)
ASNet-s(7) | 90.87% 2.61 1.91 4.52 80.23 0.50 80.73
(2.54%x) (36.64x) (16.92x) | (2.37x) (415.68x) (4.93x)

X111 = X; + fi(x;). Hence, the partial gradient 0x;.1/0x; = I + V f(x;) is less
likely to be low-rank.

6.5.1.4 CIFAR-100

Next, we present the results of VGG-19 and ResNet-110 on CIFAR-100 in
Tables 6.4 and 6.5, respectively. On VGG-19, ASNet can achieve 7.45x storage
savings and 2.08 x computational reduction, and ASNet-s can achieve 9.06 X
storage savings and 2.73x computational reduction. The accuracy loss is
negligible for VGG-19 but larger for ResNet-110. The performance boost of
ASNet is obtained by just changing the network structures and without any
model compression (e.g., pruning, quantization, or low-rank factorization).

6.5.2 Universal Adversarial Attacks

This subsection demonstrates the effectiveness of active subspace in identi-
fying a universal adversarial attack vector. We denote the result generated
by Algorithm 4 as “AS” and compare it with the “UAP” method in [120] and
with “random" Gaussian distribution vector. The parameters in Algorithm 4
aresetasaw = 10and 6 =5, ..., 10. The default parameters of UAP are applied
except for the maximal iteration. In the implementation of [120], the maximal
iteration is set as infinity, which is time-consuming when the training dataset
or the number of classes is large. In our experiments, we set the maximal
iteration as 10. In all figures and tables, we report the average attack ratio and
CPU time in training out of ten repeated experiments with different training
datasets. A higher attack ratio means the corresponding algorithm is better
at fooling the given deep neural network. The datasets are chosen in two
ways. We first test data points from one class (e.g., trousers in Fashion-MNIST)
because these data points share lots of common features and have a higher
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TABLE 6.3: Accuracy and storage on ResNet-110 for CIFAR-10.
Here, “Pre-M" denotes the pre-model, i.e., layers 1 to I of the
original deep neural networks, “AS" and “PCE" denote the active
subspace and polynomial chaos expansion layer, respectively.

Network ‘ Accuracy ‘ Storage (MB) ‘ Flops (10°)
ResNet-110 | 93.78% 6.59 252.89

Pre-M AS+PCE Overall | Pre-M AS+PCE Overall

ASNet(61) 89.56% 1.15 1.61 2.77 140.82 0.42 141.24
(3.37x)  (2.38x) (265.03%x) (1.79x%)

ASNet-s(61) | 89.26% 0.83 1.23 2.06 104.05 0.32 104.37
(1.39x) (441x) (3.19x%) | (1.35x) (346.82x) (2.42x)

ASNet(67) 90.16% 1.37 1.61 2.98 154.98 0.42 155.40
(3.24x) (2.21x) (231.55%) (1.63x)

ASNet-s(67) | 89.69% 1.00 1.22 2.22 116.38 0.32 116.70
(1.36x)  (4.29x) (297x) | (1.33x) (306.72x) (2.17x)

ASNet(73) 90.48% 1.58 1.61 3.19 169.13 0.42 169.55
(3.11x) (2.06x) (198.07x) (1.49x)

ASNet-s(73) | 90.02% 1.18 1.16 2.34 128.65 0.30 128.96
(1.34x) (4.32x) (2.82x) | (1.31x) (275.74%x) (1.96x)

probability of being attacked by a universal perturbation vector. We then
conduct experiments on the whole dataset to show our proposed algorithm
can also provide better performance compared with the baseline even if the
dataset has diverse features.

6.5.2.1 Fashion-MNIST

Firstly, we present the adversarial attack result on Fashion-MNIST by a 4-
layer neural network. There are two convolutional layers with kernel size
equal 5x5. The size of output channels for each convolutional layer is 20 and
50, respectively. Each convolutional layer is followed by a ReLU activation
layer and a max-pooling layer with a kernel size of 2 x 2. There are two fully
connected layers. The first fully connected layer has the dimensionality of
input and output features equal to 800 and 500, respectively.

Fig. 6.6 presents the attack ratio of our active-subspace method compared
with the baselines UAP method [120] and Gaussian random vectors. The top
tigures show the results for just one class (i.e., trousers), and the bottom figures
show the results for all ten classes. For all perturbation norms, the active-
subspace method can achieve around 30% higher attack ratio than UAP while
more than 10 times faster. This verifies that the active-subspace method has
better universal representation ability compared with UAP because the active-
subspace can find a universal direction while UAP solves data-dependent
subproblems independently. By the active-subspace approach, the attack ratio
for the first class and the whole dataset are around 100% and 75%, respectively.
This coincides with our intuition that the data points in one class have higher
similarity than data points from different classes.

In Fig. 6.7, we plot one image from Fashion-MNIST and its perturbation by
the active-subspace attack vector. The attacked image in Fig. 6.7 (c) still looks
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TABLE 6.4: Accuracy and storage on VGG-19 for CIFAR-100.
Here, “Pre-M" denotes the pre-model, i.e., layers 1 to I of the
original deep neural networks, “AS" and “PCE" denote the active
subspace and polynomial chaos expansion layer, respectively.

Network \ Top-1 Top-5 \ Storage (MB) \ Flops (10°)

VGG-19 71.90% 89.57% 76.62 398.18
Pre-M AS+PCE Overall | Pre-M AS+PCE Overall
ASNet(7) | 70.77% 91.05% 6.63 3.63 10.26 190.51 0.83 191.35

(19.23x)  (7.45x%) (249.41x) (2.08x)

ASNet-s(7) | 70.20% 90.90% | 5.20 3.24 844 | 14481 0.85 145.66
(1.27x)  (21.56x) (9.06x) | (1.32x) (244.57x) (2.73%)

ASNet(8) | 69.50% 90.15% | 8.88 1.29 10.17 | 22826 0.22 228.48
(52.50%) (7.52x) (779.04x)  (1.74x)

ASNet-s(8) | 69.17% 89.73% | 6.87 1.22 8.09 | 172.69 0.32 173.01

(1.29%) (55.36x) (9.45x) | (1.32x) (530.92x) (2.30%)
ASNet(9) | 72.00% 90.61% | 13.39 2.07 1546 | 24714 042 247.56
(3049x) (4.95x) (357.10x)  (1.61x)
ASNet-s(9) | 71.38% 90.28% | 9.38 1.94 1132 | 18327 051 183.78
(143x) (3249x) (6.75x) | (1.35%) (296.74x) (2.17x)

like a trouser for a human. However, the deep neural network misclassifies it
as a t-shirt/top.

6.5.2.2 CIFAR-10

Next, we show the numerical results of attacking VGG-19 on CIFAR-10.
Fig. 6.8 compares the active-subspace method compared with the baseline
UAP and Gaussian random vectors. The top figures show the results by the
dataset in the first class (i.e., automobile), and the bottom figures show the
results for all ten classes. For both two cases, the proposed active-subspace
attack can achieve 20% higher attack ratios while three times faster than UAP.
This is similar to the results in Fashion-MNIST because the active subspace
has a better ability to capture global information.

We further show the effects of different number of training samples in
Fig. 6.9. When the number of samples is increased, the testing attack ratio gets
better. In our numerical experiments, we set the number of samples as 100 for
one-class experiments and 200 for all-classes experiments.

We continue to show the cross-model performance on four different ResNet
networks and one VGG network. We test the performance of the attack vector
trained from one model on all other models. Each row in Table 6.6 shows the
results on the same deep neural network, and each column shows the results
of the same attack vector. It shows that ResNet-20 is easier to be attacked
compared with other models. This agrees with our intuition that a simple
network structure such as ResNet-20 is less robust. On the contrary, VGG-19
is the most robust. The success of cross-model attacks indicates that these
neural networks could find a similar feature.
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TABLE 6.5: Accuracy and storage on ResNet-110 for CIFAR-100.
Here, “Pre-M" denotes the pre-model, i.e., layers 1 to I of the
original deep neural networks, “AS" and “PCE" denote the active
subspace and polynomial chaos expansion layer, respectively.

Network \ Top-1 Top-5 \ Storage (MB) \ Flops (10%)
ResNet-110 | 71.94% 91.71 % 6.61 252.89

Pre-M AS+PCE Overall | Pre-M AS+PCE Overall

ASNet(75) | 63.01% 88.55% 1.79 1.29 3.08 172.67 0.22 172.89
(3.73x) (2.14x) (367.88x) (1.46x%)

ASNet-s(75) | 63.16% 88.65% 1.47 1.20 2.67 143.11 0.31 143.42
(1.22x)  (3.99%) (246x) | (1.21x) (254.69%x) (1.76x)

ASNet(81) | 65.82% 90.02% 2.64 1.29 3.93 186.83 0.22 187.04
(3.07x) (1.68x) (302.96x) (1.35%)

ASNet-s(81) | 65.73% 89.95% 2.20 1.21 3.41 155.61 0.32 155.93
(1.20x) (3.27x) (1.93x) | (1.20%x) (208.38x) (1.62x)

ASNet(87) | 67.71% 90.17% 3.48 1.29 4.77 200.98 0.22 201.20
(241x)  (1.38x%) (238.04x) (1.26x%)

ASNet-s(87) | 67.65% 90.10% 291 1.21 412 166.50 0.32 166.81
(1.20x) (2.56%x) (1.60x) | (1.21x) (163.50x) (1.52x)

TABLE 6.6: Cross-model performance for CIFAR-10

\ResNet—2O ResNet-44 ResNet-56 ResNet-110 VGG-19

ResNet-20 91.35% 87.74% 86.28% 87.38% 81.16%
ResNet-44 84.75% 92.28% 87.03% 85.44% 83.44%
ResNet-56 83.63% 86.67% 90.15% 87.39% 84.38%
ResNet-110 |  71.02% 77.58% 74.19% 92.77% 77.32%
VGG-19 53.61% 59.74% 61.49% 66.29% 80.02%

6.5.2.3 CIFAR-100

Finally, we show the results on CIFAR-100 for both the first class (i.e., dolphin)
and all classes. Similar to Fashion-MNIST and CIFAR-10, Fig. 6.10 shows that
active-subspace can achieve higher attack ratios than both UAP and Gaussian
random vectors. Further, compared with CIFAR-10, CIFAR-100 is easier to be
attacked partially because it has more classes.

We summarize the results for different datasets in Table 6.7. The second
column shows the number of classes in the dataset. In terms of testing attack
ratio for the whole dataset, active-subspace achieves 24.2%, 15%, and 6.1%
higher attack ratios than UAP for Fashion-MNIST, CIFAR-10, and CIFAR-100,
respectively. In terms of the CPU time, active-subspace achieves 42x, 5x, and
14 x speedup than UAP on the Fashion-MNIST, CIFAR-10, and CIFAR-100,
respectively.

6.6 Conclusions and Discussions

This chapter has analyzed deep neural networks by the active subspace
method originally developed for dimensionality reduction of uncertainty
quantification. We have investigated two problems: how many neurons and
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FIGURE 6.6: Universal adversarial attacks for the Fashion-

MINST with respect to different ¢,-norms. (a)-(c): the results for

attacking one class dataset. (d)-(f): the results for attacking the
whole dataset.

TABLE 6.7: Summary of the universal attack for different
datasets by the active-subspace compared with UAP and the
random vector. The norm of perturbation is equal to 10.

Training Attack ratio Testing Attack ratio | CPU time (s)
# Class AS UAP Rand AS UAP Rand | AS UAP
Fashion- 1 100.0% 93.6% 1.8% | 98.0% 91.3% 3.0% | 0.15 549
MNIST 10 79.2% 51.5% 8.0% | 73.3% 49.1% 12.3% | 1.40 58.85
CIFAR-10 1 94.7% 79.8% 8.0% | 84.5% 57.9% 10.6% | 8.18 52.83
10 86.5% 659% 10.2% | 74.9% 59.9% 17.0% | 37.01 181.72
1 97.2% 87.9% 19.7% | 92.1% 84.3% 37.9% | 13.32 248.78
100 93.7% 86.5% 38.7% | 83.5% 77.4% 52.0% | 14.32 204.50

CIFAR-100

layers are necessary (or important) in a deep neural network, and how to
generate a universal adversarial attack vector that can be applied to a set of
testing data? Firstly, we have presented a definition of “the number of active
neurons” and have shown its theoretical error bounds for model reduction.
Our numerical study has shown that many neurons and layers are not needed.
Based on this observation, we have proposed a new network called ASNet
by cutting off the whole neural network at a proper layer and replacing all
subsequent layers with an active subspace layer and a polynomial chaos
expansion layer. The numerical experiments show that the proposed deep
neural network structural analysis method can produce a new network with
significant storage savings and computational speedup yet with little accu-
racy loss. Our methods can be combined with existing model compression
techniques (e.g., pruning, quantization and low-rank factorization) to develop
compact deep neural network models that are more suitable for the deploy-
ment on resource-constrained platforms. Secondly, we have applied the active
subspace to generate a universal attack vector that is independent of a specific
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data sample and can be applied to a whole dataset. Our proposed method can
achieve a much higher attack ratio than the existing work [120] and enjoys a
lower computational cost.

ASNet has two main goals: to detect the necessary neurons and layers,
and to compress the existing network. To fulfill the first goal, we require a
pre-trained model because from Lemmas 6.3.1, and 6.3.2, the accuracy of the
reduced model will approach that of the original one. For the second task,
the pre-trained model helps us to get a good estimation for the number of
active neurons, a proper layer to cut off, and a good initialization for the active
subspace layer and polynomial chaos expansion layer. However, a pre-trained
model is not required because we can construct ASNet in a heuristic way (as
done in most DNN): a reasonable guess for the number of active neurons and
cut-off layer, and a random parameter initialization for the pre-model, the
active subspace layer and the polynomial chaos expansion layer.
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Conclusions

In this thesis, we focused on the investigation and advancement of neural
ordinary differential equations (ODEs) as a tool for modeling continuous-time
dynamic systems. Our research efforts were divided into two interconnected
parts, with the first part dedicated to the study of various aspects of neural
ODEs.

In the first part, we developed an efficient training algorithm for neu-
ral ODEs in chapter 2, which has the potential to significantly improve the
performance of neural ODEs in a variety of applications. Additionally, we
conducted a thorough experimental evaluation of different normalization
techniques for neural ODEs in chapter 3, as normalization is an important
aspect of neural network training that can impact the effectiveness of neural
ODEs. Finally, in chapter 4, we proposed a method for training neural ODEs
that are more robust to adversarial attacks, addressing a major concern in
machine learning and offering the potential for significant progress in this
area.

In the second part of this thesis, we applied classical model reduction tech-
niques, namely reduced-order modeling (chapter 5) and the active subspace
method (chapter 6), to neural networks.
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